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A B S T R A C T
Due to the increasing development and applications of the Internet of Things (IoT), detection and prevention of intruders into the network and devices has gained much attention in the past decade. For this challenge, traditional solutions of Intrusion Detection Systems (IDS) are not responsive in IoT environments or at least may not be very efficient. In this article, we deeply investigate the previous methods of using machine learning methods for intrusion detection in IoT, and two methods for feature extraction and classification are proposed. The first method is feature extraction and classification using Logistic Regression (LR) and the second method is to use an Artificial Neural Network (ANN) for classification. To evaluate the performance of the proposed method, six devices of the N_BaIoT dataset, which consists of data samples related to nine devices IoT and several attacks are used according to some criteria for evaluating the performance of the proposed methods. Simulation results in comparison with some other deep learning methods in terms of accuracy, precision, recall and F1-score show that using logistic regression, is more efficient and above 90% classification accuracy is achieved.
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1 Introduction
With the advent of the Internet of Things (IoT) paradigm, physical devices are connected to each other and to the World Wide Web in such a way that they can operate automatically. Data connection and identification must be transmitted from one device to the rest of the IoT system, whether they are computing devices or other devices. To have an accurate connection, a device must be able to declare its presence uniquely in the Internet through its IP address. Based on the variations that occur in their environment, these devices show responses completely automatically and can also exchange various data with other network devices without any human intervention. Devices available in the Internet of Things communicate to each other and to the Internet based on wireless networks and their main purposes are to collect data from different places, monitoring, remote control, etc. [1].

One of the most important security challenges in the IoT is malicious actions taken by internal or external attackers. These malicious actions, also known as attacks, try to compromise the target system, mainly...
by infiltrating it. Since IoT devices exchange data with millions of other devices around the world, this type of large-scale open communication makes them particularly attractive to users with malicious intent. In 2017 alone, attacks on IoT devices increased by 600 percent [2].

In many cases, attackers do not directly target the IoT device but use it as a device to attack other devices or websites [3]. As a result, cybercrimes have become the second most reported crime in the world [4]. IoT systems seem to be easy targets for attackers, mostly because their manufacturers often place a lot of emphasis on cost, size, and usability when building such devices, while mainly security aspects are not considered. Lally and Sgandurra stated in [5], that some manufacturers hide the security vulnerabilities of their devices mainly because it ruins their market and the ideal image of their company [5][6].

IoT devices are inherently vulnerable due to insecure design and configuration. Changes in attackers’ behaviors, due to the increase in their skills and data heterogeneity in the IoT, have proven that securing IoT devices poses some challenges, including identifying complex and dynamic attacks, data imbalances, data heterogeneity, real-time responses, and predictability. On the other hand, the rapid evolution of the Internet of Things has created billions of Internet-enabled devices in our daily lives, such that it is predicted that the number of connected devices will increase to 45.41 billion by 2023 [7][8]. Thus, manufacturers are more rapidly building many new devices without fundamental security and privacy checks and thus allowing attackers to easily and quickly detect and find vulnerabilities that allow them to be identified [6][9].

Therefore, the need to provide solutions to detect and prevent attacks and intrusions on IoT devices is one of the main areas of security in these networks. In particular, the devices and equipment available in IoT networks are not just computing devices such as computers and include devices such as home appliances, kitchens, doorbells, light bulbs, garden irrigation systems, alarms in buildings, etc., and intrusion and failure in any of them can lead to irreparable damage. In other words, IoT devices are prone to various physical, network, and application-layer attacks [10] that may lead to activity interruptions, privacy violations, or even physical harm. The consequences of these attacks are not limited to the users of these systems because they cause significant problems for other information systems as well. Attacked devices increase the attacking capacity of botnets, especially in denial of service attacks.

Therefore, IoT intrusion detection can be defined as including monitoring of each device and computer systems and also the network traffic and analyzing activities to detect possible targeted attacks on the system [11]. For this purpose, a set of tools and mechanisms known as Intrusion Detection Systems (IDS) are used.

The scope of IDS systems usually falls into one of two categories: host-based or network-based, and upon detecting a malicious behavior an alert is created by the system. In terms of the diagnostic method, common types of intrusion detection systems are [12]:

- Signature-based diagnosis
- Anomaly-based diagnosis

These two categories are used either separately or combined to increase the accuracy of the diagnosis. The signature of a template is preset to match a known intrusion pattern. Therefore, signature-based diagnosis is defined as the “process of comparing signatures against observed events to identify potential intrusions” [13]. However, this method is not sufficient to detect unknown intrusions, as their patterns are unfamiliar. In addition, keeping the IDS knowledge database up-to-date is another challenge, as it is a time-consuming and difficult process. In contrast, anomaly-based diagnosis is defined as the “process of comparing normal activities to the observed events to identify significant deviations” [12].

Anomaly-based detection consists of three general modules:

1. Parameterizing: This represents the behavior observed in the profile, which consists of various features that must be considered, such as network connections, hosts, and applications.
2. Training: This processes the parametric profiles between normal and anomaly behaviors.
3. Detection: This uses a built-in classification model to detect new traffic anomalies.

Among the most important solutions of anomaly-based and botnet detection methods are machine learning methods [14] such as SVM, logistic regression, decision trees, etc. [13], [15], [16]. In recent years, there has been a great deal of interest in the use of deep machine learning methods, and some effective methods in detecting intrusion in the Internet of Things have been performed using deep learning methods. We have investigated some of these studies in the next section.

It is shown in [17], the use of deep learning methods mostly leads to more accurate models. In contrast, deep learning techniques require higher computational costs and the results are not easily interpretable compared to other shallow learning cases. However, to overcome the problems of scalability and computational resources in the IoT environment, it is essential
to minimize the features required for classification [18].

An important issue in the previous works is the absence of specific dataset(s) related to IoT environments. Many previous studies can be found in the field of intrusion detection on many various datasets, including KDD99, NSL-KDD, CICIDS2017, CICIDS2018, etc. On the other hand, datasets for IoT devices have not been studied compared to other datasets and there is a gap in this field. By investigating previous works, a novel dataset, namely N-BaIoT [19], is found which is specifically related to IoT devices and it is a good choice for our study. Because this data set contains many samples and a large number of attacks are generated, deeper studies in this field are required.

Another important issue in anomaly detection in IoT is that since devices in an IoT network are so diverse, different features can be used to detect intrusions. Features that are important to one device in detecting intrusion may not have the same level of importance for another device. On the other hand, features that are important in detecting one class of attack may not be very successful in detecting another class of attack. These differences led us to first identify the characteristics of each class (normal or attack) for a specific device and then classify the samples based on these characteristics. We anticipate that classifications based on the characteristics of each class are more accurate than if the properties were not specified in advance. A similar study has been performed in [13], but for the cloud processing environment and on the NSL-KDD data set. Here we intend to apply this method to the N-BaIoT dataset.

In this paper, two methods are used to detect intrusion in IoT. In the first method, the logistic regression method is first used to select more effective features, which has not been conducted in previous IoT-related work. Features are weighted using this linear and low-cost algorithm. Then, using the given weights, ineffective features are removed and more effective features are maintained. In the second method, a neural network is used for classification. To evaluate the proposed method, the typical criteria for evaluating intrusion detection methods are used and the proposed method is compared with some other deep learning methods in [17] and [20].

The rest of this paper is organized as follows: in Section 2, the related works are presented in brief. In Section 3, the proposed method is explained in detail. In Section 4, evaluation criteria and simulation results are presented, and finally in Section 5 conclusion and directions for future research are given.

2 Related Work

In this section, we investigate some of the previous works related to anomaly detection in IoT environments. It is worth mentioning that many studies exist for intrusion detection systems but few of them are related to IoT environments. Specifically, intrusion and anomaly detection in IoT differs from that of custom ones due to the diversity in devices, protocols, and standards in IoT environments. We start with works with traditional machine learning methods on older datasets (KDD 99 and NSL-KDD) and finally reach newer studies with deep learning algorithms conducted on IoT datasets.

Intrusion detection on KDD 99 and NSL-KDD datasets has been well investigated in previous work, and researchers have proposed single, hybrid, and ensemble classifiers increase accuracy [21]. Javaid et al in [22] introduced a deep learning approach with two-stage classification, which involves a good feature representation learning of unlabeled data and applying it to labeled data for classification. The authors used sparse auto-encoders to learn unsupervised features and softmax regression to classify, using the NSL-KDD dataset of five classes with a test accuracy of 79.1%.

Tang et al. in [23] presented a deep neural network model with three hidden layers on the NSL-KDD database. Using only six basic features, their model reached 75.75% accuracy. In [24], Zhang and Zulkernine proposed a random forest-based anomaly detection model. Their combined framework is a combination of misuse and anomaly detection on the KDD 99 database. They converted the attacks into two classes and achieved 94.7% detection accuracy.

In [25], the Naive Bayes classifier was used to solve the intrusion detection problem on the KDD 99 dataset and focused on two cases: four-class classification and two attack classes. The authors also implemented a decision tree classifier, achieving an accuracy of 91.28% and 91.47% for the decision tree and Naive Bayes for the four classes, respectively. For the two-class classification, the decision trees had a classification accuracy of 93.02 while the Naive Bayes method had an accuracy of 91.45.

Mukkamala in [26] used SVM and multi-layer Neural Networks (NN) with feed-forward network and with four and three layers, for the intrusion detection problem. The models were evaluated on KDD 99 data set and both SVM and NN reached high accuracies (almost 100%) for binary classification. However, the evaluation showed a significant difference in training times between NN and SVM.

Deep learning methods have been also used for intrusion detection during the previous years which
some of which are described in the following. In [27], the researchers examined the Auto-Encoder (AE) method with the softmax classifier on the KDD99 dataset and showed that the AE method had an accuracy of 94.71% in detection. In [28], the authors used the Stacked NSAE method and the Random Forest classifier to classify the KDD99 and NSL_KDD datasets. The results on the KDD99 dataset were 97.85% accurate and on the NSL_KDD dataset were 85.42% accurate.

In [29], researchers examined the LSTM method on the NSL_KDD dataset, which has an accuracy of 97.5%. In [30], the researchers examined the DBN method with the Softmax classifier on the KDD9910% dataset, which has an accuracy of 97.9%.

Trying to use datasets specific for IoT, some works can be found on these datasets. In [17], the researchers used the deep auto-encoder network on the N7_BaIoT dataset, which is an IoT-specific data set. They showed with the AE method they reached TPR = 100% and FPR = 0.007 which is the lowest number of false alarms and also the execution time of the algorithm was lower than other compared methods (SVM, Isolation Forest, LOF).

In [20], the authors examined several deep neural networks, including CNN, RNN, and LSTM methods. These methods were tested on the N_BaIoT dataset. Their experimental results show that the CNN method has an accuracy of 91%, the RNN method has an accuracy of 41%, and the LSTM method has an accuracy of 62%.

In [18], researchers investigated the intrusion detection problem using decision tree and kNN methods on various features of the N-BaIoT dataset. The accuracy obtained using the decision tree method on the number of features 2, 3, and 10 is approximately 98% and the K-NN method on the same number of features is 98, 97.24, and 94.97%, respectively.

In [31], the researchers used SVM and Isolation Forest methods to investigate the detection of anomalies on different models of N-BaIoT datasets. The authors have used the Fisher score for feature selection after some normalization of the data and showed that this measure is efficient for selecting the more important features compared to other methods in their simulation results. The accuracy obtained by the SVM method for Baby monitor Philips (B120N/10) device was 37.95% and by the Isolation Forest method for Doorbell (Damini), Thermostat (Ecobee), and four security cameras (Prevision PT-737E, Prevision PT838, SimpleHome XCS7-1002-WHT and SimpleHome XCS7-1003-WHT) was 95%, 94.94, 66.88, 92.34, 12.95 and 65.95%, respectively.

It can be seen from the previous methods that since the N-BaIoT dataset is the newest and the only database on IoT tools, only references [17], [20], and [31] have used this dataset. Furthermore, this dataset contains data from nine devices, and samples for each device are separate from other ones. Therefore, deeper investigations for each device and each class of attack are required for this dataset. We have considered this dataset and samples related to six devices in this dataset in this study. From the viewpoint of feature selection, the method in [31] has used the Fisher score while the methods in [17] and [20] have used the deep neural network for both feature selection and classification. Thus, in this study, we have investigated a method for feature selection and a neural network for classification to obtain comparable results.

3 Proposed Method

As mentioned in the previous sections, we intend to use two different methods for feature extraction and classification of normal and attack samples on an IoT dataset. To this end, the first method uses logistic regression for feature selection and classification, which is a linear algorithm and does not have much computational load. The logistic regression method is used to select a subset of features that are more suitable for identifying each class, and then the classification is performed using the sigmoid function. The second method used for classification is a neural network that consists of five layers and the ReLU activator function and in the last layer, the sigmoid function is used for classification. Figure 1 shows the flowchart of the proposed method. In the following, we describe each of the steps in more detail.

3.1 The Dataset

In this study, the N-BaIoT database with 115 different features has been used [19, 32]. Comparing the num-
ber of features of this data set with previous datasets such as NSL-KDD and CICIDS, it can be seen that the number of features is much higher and therefore the power of the feature selection method will be more evident. This database is also provided in 2018 and has been used in a few previous works. This data set generally consists of samples from nine devices (Table 1) and two types of attack and normal data. There is also data on the types of attacks that are not currently used in this phase of the research, and if the feature selection method is effective, they will be used for the next step, which is the classification of attacks. In this dataset for the following features:

- Packet size (outbound/both inbound and outbound)
- Packet count
- Amount of time between packet arrivals
- Packet jitters

and for each value, one or more statistics are calculated which include mean, variance, integer, radius, covariance, and correlation coefficient. The fact that which statistics are used for each attribute are shown in Table 2 and a total of 23 attributes are created from this table. Then for each of these 23 features, five-time windows (100 milliseconds, 500 milliseconds, 1.5 seconds, 10 seconds, and 1 minute) are considered and a total of 115 features are extracted. All 115 features have been used in this study similar to [20].

The dataset is generated by injecting different attacks using Bashlite and Mirai botnets. Bashlite is used to infect Linux-based IoT devices for DDoS attacks. Mirai, which is used to carry out large-scale attacks using IoT devices, was also discovered in August 2016 and is now available as open-source [33]. Since 2016, botnets have evolved significantly and are more dangerous [34], [35]. Table 3 shows 10 specific types of Bashlite and Mirai attacks as also used in [20]. In this study, samples related to six devices: the Doorbell (Danmini), Thermostat (Ecobee), Baby Monitor (Philips B120N/10), Security Camera (PT-737E), Security Camera (PT-838), and Security Camera (XCS7-1002-WHT) data were used.

### 3.2 Feature Selection and Classification Based on Logistic Regression

The first method used to select features and categories in this article is the logistic regression method, which lies under the category of supervised learning methods [13], [56]. Feature weighting is also used to remove or select a feature and, the sigmoid function in (1) is used for classification, which ensures that the output is in the range [0-1].

\[
h_{\theta}(x) = g \left( \theta^T x \right) = \frac{1}{1 + e^{-\theta^T x}} \tag{1}\]

The input of this function, according to the 115 features of the dataset, are as:

\[
\theta^T x = \theta_0 + \theta_1 x_1 + \theta_2 x_2 + \cdots + \theta_{115} x_{115} \tag{2}\]

\[
\text{Cost} \left( h_{\theta}(x), y \right) = \\
\begin{cases} 
- \log (h_{\theta}(x)) & \text{if } y = 1 \\
- \log (1 - h_{\theta}(x)) & \text{otherwise} 
\end{cases} \tag{3}\]

in which \( y \) is the class label which is either 0 or 1 for binary classification. The cost function in (3) can be re-written as:

\[
J(\theta) = \frac{1}{m} \sum_{i=1}^{m} \text{Cost} \left( h_{\theta} \left( x^i \right), y^i \right) = \\
- \frac{1}{m} \left[ \sum_{i=1}^{m} y^i \log h_{\theta} \left( x^i \right) + (1 - y^i) \log (1 - h_{\theta} \left( x^i \right)) \right] \tag{4}\]

such that the input to this function is the unknown parameters and \( m \) is the number of samples. To calculate the unknown parameters of each class, the label of that class is set to 1, and labels of other classes are set to 0. The values of unknown parameters must be calculated such that the cost function in (4) is minimized. This cost function is convex and differentiable. According to the convexity of the objective function,
Table 2. Details of Features Calculated in the N-Baiot Dataset [32].

<table>
<thead>
<tr>
<th>Aggregated by</th>
<th>Value</th>
<th>Statistic</th>
<th>Total No. of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source IP</td>
<td>Packet size (only outbound)</td>
<td>Mean, variance</td>
<td>3</td>
</tr>
<tr>
<td>Source IP</td>
<td>Packet count</td>
<td>Integer</td>
<td></td>
</tr>
<tr>
<td>Source MAC-IP</td>
<td>Packet size (only outbound)</td>
<td>Mean, variance</td>
<td>3</td>
</tr>
<tr>
<td>Source MAC-IP</td>
<td>Packet count</td>
<td>Integer</td>
<td></td>
</tr>
<tr>
<td>Channel</td>
<td>Packet size (only outbound)</td>
<td>Mean, variance</td>
<td></td>
</tr>
<tr>
<td>Channel</td>
<td>Packet count</td>
<td>Integer</td>
<td></td>
</tr>
<tr>
<td>Channel</td>
<td>Amount of time between packet arrivals</td>
<td>Mean, variance, integer</td>
<td>10</td>
</tr>
<tr>
<td>Channel</td>
<td>Packet size (both inbound and outbound)</td>
<td>Magnitude, radius, covariance, correlation coefficient</td>
<td></td>
</tr>
<tr>
<td>Socket</td>
<td>Packet size (only outbound)</td>
<td>Mean, variance</td>
<td>7</td>
</tr>
<tr>
<td>Socket</td>
<td>Packet count</td>
<td>Integer</td>
<td></td>
</tr>
<tr>
<td>Socket</td>
<td>Packet size (both inbound and outbound)</td>
<td>Magnitude, radius, covariance, correlation coefficient</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Botnet and Attack Types Used in This Study.

<table>
<thead>
<tr>
<th>Botnet</th>
<th>Attack</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bashlite</td>
<td>Scan</td>
<td>Scans the network for vulnerable devices</td>
</tr>
<tr>
<td>Bashlite</td>
<td>Junk</td>
<td>Sending spam data</td>
</tr>
<tr>
<td>Bashlite</td>
<td>UDP</td>
<td>UDP flooding</td>
</tr>
<tr>
<td>Bashlite</td>
<td>TCP</td>
<td>TCP flooding</td>
</tr>
<tr>
<td>Bashlite</td>
<td>COMBO</td>
<td>Sends spam data and open connection of IP, port</td>
</tr>
<tr>
<td>Mirai</td>
<td>Scan</td>
<td>Automatic scanning for vulnerable devices</td>
</tr>
<tr>
<td>Mirai</td>
<td>Ack</td>
<td>ACK flooding</td>
</tr>
<tr>
<td>Mirai</td>
<td>Syn</td>
<td>SYN flooding</td>
</tr>
<tr>
<td>Mirai</td>
<td>UDP</td>
<td>UDP flooding</td>
</tr>
<tr>
<td>Mirai</td>
<td>Plain</td>
<td>Less of an option of UDP flooding for higher</td>
</tr>
<tr>
<td>Mirai</td>
<td>UDP</td>
<td>packet per second</td>
</tr>
</tbody>
</table>

the gradient descent method can be used, therefore:

$$\theta_j = \theta_j + \alpha \left( y^i - h_\theta (x^i) \right) x_\theta(i)$$  \hspace{1cm} (5)

After classifying the data set by logistic regression algorithm, 115 values or coefficients for $\Theta$s are obtained for 115 features in the N-Baiot dataset. The larger the value of a coefficient, the more important the corresponding feature with that coefficient. Next, to achieve the most important properties for the normal class, we do the following procedure: first coefficient values which represent the weights of features are sorted in descending order (due to the lack of space we have not presented in this table). Next, larger coefficient values are added to the ROC graph sooner. This means first the largest coefficient is selected and values of TP and FP are calculated. Next, the second-largest coefficient is added and TP and FP are again
calculated based on these two features which have these two coefficients. This process of adding features and calculating the TP-FP values is repeated until the ROC value reaches nearly the value of 1 and adding another feature does not increase the value of ROC greatly. This indicates that no longer adding features has many effects on the accuracy of the classification. This result is presented in Section 3, the simulation results, and according to that results, 19 features that are more important to the normal class in the N-BaIoT dataset are shown in Table 4. As the final note for this section, it is worth mentioning that in our experiments these 19 features were the same for all six devices, which was interesting. This means that for all the six devices selected, the same 19 features of Table 4 were selected by the logistic regression method, despite their exact values being different. For more certainty, this experiment was repeated three times for each device, and the same 19 features were selected by the logistic regression method.

3.3 Classification Using Artificial Neural Network

The second method used for classification in this paper is an artificial neural network that consists of three parts: input, output, and processing. Each part contains one or more layers, and each layer contains a group of nerve cells (neurons) that are generally associated with all neurons in other layers unless the user restricts communication between neurons, but the neurons in each layer have no connection with other neurons in the same layer. A neuron is the smallest unit of information processing that forms the basis of the function of neural networks. A neural network is a collection of neurons that, being located in different layers, form a special architecture based on the connections between neurons in different layers. Neurons can be a nonlinear mathematical function, therefore, a neural network made up of a community of these neurons can also be a complete complex, nonlinear system. In the neural network, each neuron operates independently, and the overall behavior of the network is the result of the behavior of multiple neurons. In other words, neurons correct each other in a cooperative process.

In this study, a 5-layer neural network consisting of three hidden layers is investigated. The number of neurons in the three hidden layers was tested for several values and finally, these values were reached: 10, 40, 10. The Relu activator function is used in the hidden layers and the sigmoid function is used in the last layer. Experiments were also performed with two and four hidden layers, the results of which are given in Section 3 but the best results were obtained with three hidden layers and the number of neurons mentioned.

The advantage of using the Relu function is that it has a less computational cost and the weights are updated better, which results in faster network training. This function, in (6), maps inputs smaller than zero to zero and inputs larger than zero to themselves:

$$R(z) = \begin{cases} 
  z & z > 0 \\
  0 & z \leq 0 
\end{cases}$$

(6)

In the next section, we present evaluation metrics and simulation results of the experiments conducted.

4 Evaluation and Simulation Results

To simulate the proposed method, Python software and Jupiter Notebook, which is one of the most important environments for Python development, have been used. A preprocessing step is also performed on the dataset samples so that the values in the N-BaIoT dataset are normalized according to (7) such the final values are between 0 and 1.

$$\text{Norm}_{-} \text{value} = \frac{\text{realvalue} - \text{minvaluedataset}}{\text{maxvaluedataset} - \text{minvaluedataset}}$$

(7)

Next, the samples of this study are divided into two groups of the train (70% of data) and the test (30% of data), and the data of the first group are used in the learning process. In addition, we have conducted validation experiments in which we divide the dataset into three subsets: 80% for train, 10% for the test, and 10% for validation. The results of this step are also presented in the last section.

4.1 Evaluation Metrics

To evaluate the effectiveness of the proposed methods, several machine learning criteria are used including accuracy, the ROC Curve, True Positive Rate (TPR), False Positive Rate (FPR), specificity, recall, and F1-score. These criteria are based on the following four basic values:

- **True Positive (TP):** The number of normal samples that have been correctly classified as normal.
- **True Negative (TN):** The number of attack samples that have been correctly classified as an attack.
- **False Positive (FP):** The number of attack samples that have been classified as normal.
- **False Negative (FN):** The number of normal samples that have been detected as an attack.

Using these basic criteria, the criteria used are:
Table 4. Number of Important Features Selected by the Logistic Regression Method for the N-Baiot Dataset.

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI-dir-L5-weight, MI-dir-L5-mean, MI-dir-L5-variance, MI-dir-L3-weight, MI-dir-L3-mean, MI-dir-L3-variance, MI-dir-L1-weight, MI-dir-L1-mean, MI-dir-L1-variance, MI-dir-L0.1-weight, HpHp-L0.1-pcc, HpHp-L0.1-covariance, HpHp-L0.01-weight, HpHp-L0.01-mean, HpHp-L0.01-std, HpHp-L0.01-magnitude, HpHp-L0.01-radius, HpHp-L0.01-covariance, HpHp-L0.01-pcc</td>
<td>19</td>
</tr>
</tbody>
</table>

- Accuracy: which refers to the percentage of correct classification over the whole classification on the test set, as in (8).

\[
\text{Accuracy} = \frac{TP}{TP + FP + TN + FN} \tag{8}
\]

- ROC Curve: which is used to differentiate data in given classes (such as normal and attack). The goal is to determine the division point for the classifier that achieves the maximum number of true positives and the lowest number of false positives.

- Specificity (precision): This means the ratio of the number of correct samples classified by the classifier to the total number of samples (which the classifier has either correctly or incorrectly classified as normal) and is calculated by (9).

\[
\text{Specificity (precision)} = \frac{TP}{TP + FP} \tag{9}
\]

- Recall (sensitivity): which is also called the true negative response rate and calculated as in (10).

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{10}
\]

- F1-score: which is the combination of specificity and recall (sensitivity) and has a better measure of mistakenly classified samples compared to the accuracy measure. It is calculated as in (11).

\[
\text{F1-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{11}
\]

In addition, we have also reported the confusion matrices for different devices. The confusion matrix shows the results of classification based on real available information and it shows the performance of the classification. It is mostly used for supervised learning algorithms and each column of the matrix shows the predicted value while each row represents the real (true) value.

4.2 Performance Evaluation of the Logistic Regression Method

To evaluate the performance of the logistic regression method, first, the diagram of the number of features is presented in terms of the value of ROC and the confusion matrix. As mentioned in Section 3.2, features with larger coefficient values are added to the ROC chart sooner. These diagrams are shown in Figure 2 for each of the six devices separately. In the ROC diagram, the horizontal axis represents the FP rate and the vertical axis represents the TP rate. According to this diagram, the least number of features that have an acceptable ROC value is selected, which according to Table 4, are 19 features (for all six devices). Figure 3 shows the confusion matrices for each of the six devices, which is the result of the classification based on the total classification available (TP, TN, FP, and FN). Each column of this matrix represents a sample of the predicted value and each row represents a correctly classified sample.

4.3 Performance Evaluation of the Neural Network Method

To evaluate the performance of the proposed neural network we used two metrics: accuracy and loss function [32]. In Figure 4, the horizontal axis represents the number of epochs and the vertical axis represents the
Figure 2. The ROC diagrams according to the most important features selected by Logistic Regression for a) the Doorbell (Danmini) device, b) the Thermostat (Ecobee), c) Baby Monitor (PhilipB120N/10), d) Security Camera (PT-737E), e) Security Camera (PT-838) and f) Security Camera (XCS7-1002) of the N-BaIoT dataset.
Figure 3. Confusion matrices according to the most important features selected by Logistic Regression for a) the Doorbell (Danmini) device, b) the Thermostat (Ecobee), c) Baby Monitor (PhilipB120N/10), d) Security Camera (PT-737E), e) Security Camera (PT-838) and f) Security Camera (XCS7-1002) of the N-BaIoT dataset.
The results of Figure 4 are conducted on the proposed neural network with three hidden layers. Since the number of layers inside a neural network depends on the relationship patterns among the data, and the simpler the relation patterns, the fewer the number of layers in the neural network. On the other hand, more complex relationship patterns among data need more layers for better classification. According to our simulations, since a few layers suffices the desired accuracy, we deduce that the relationship patterns among the data samples are simple and can be classified well.

We have also tested the network with two and four hidden layers for one of the devices (the doorbell) to show that the best results were deduced with three layers. Figure 5 shows these results for the neural network with two and four hidden layers. As can be seen in the diagrams, the model is over-fitted. Over-fitting indicates that the model is well-trained but not well-generalized. This can happen when the data set is too small or when it is too large and complex or contains noisy data. That is why it is said that the machine can not predict the new test samples correctly. The concept of under-fitting occurs when the model is too simple and not suitable for learning.

In addition, we have provided the cross-validation results performed on three subsets of the dataset by dividing them into 80%-10%-10% for train, test, and
Figure 5. Diagrams of a) accuracy and b) loss function for four hidden layers and c) accuracy and d) loss function for two hidden layers of the proposed neural network.

Figure 6. Diagrams of accuracy and loss function for the validation and test results for the proposed neural network with three hidden layers for a) the Doorbell (Danmini) device, b) the Thermostat (Ecobee), c) Baby Monitor (PhilipB120N/10), d) Security Camera (PT-737E), e) Security Camera (PT-838) and f) Security Camera (XCS7-1002) of the N-BaIoT dataset.
Table 5. Results of the Logistic Method and the Proposed Ann According to Some Measures.

<table>
<thead>
<tr>
<th>Device Description</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doorbell (Danmini)</td>
<td>1</td>
<td>0.9358</td>
<td>0.9999</td>
<td>0.9335</td>
</tr>
<tr>
<td>Thermostat (Ecobee)</td>
<td>1</td>
<td>0.9411</td>
<td>0.9998</td>
<td>0.9406</td>
</tr>
<tr>
<td>Baby Monitor (PhilipB120N/10)</td>
<td>1</td>
<td>0.9099</td>
<td>0.9997</td>
<td>0.9093</td>
</tr>
<tr>
<td>Security Camera (PT-737E)</td>
<td>0.9999</td>
<td>0.9091</td>
<td>0.9998</td>
<td>0.9089</td>
</tr>
<tr>
<td>Security Camera (PT-838)</td>
<td>1</td>
<td>0.9195</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Security Camera (XCS7-1002)</td>
<td>1</td>
<td>0.9000</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6. Comparison of the Logistic Regression Method and the Proposed Ann With Some Other Methods.

<table>
<thead>
<tr>
<th>Device Description</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doorbell (Danmini)</td>
<td>0.9298</td>
<td>0.9999</td>
<td>0.9500</td>
<td>0.9997</td>
</tr>
<tr>
<td>Thermostat (Ecobee)</td>
<td>0.9438</td>
<td>0.9999</td>
<td>0.9494</td>
<td>0.9992</td>
</tr>
<tr>
<td>Baby Monitor (PhilipB120N/10)</td>
<td>0.9160</td>
<td>0.9998</td>
<td>0.9994</td>
<td>0.9999</td>
</tr>
<tr>
<td>Security Camera (PT-737E)</td>
<td>0.9112</td>
<td>0.9986</td>
<td>0.9866</td>
<td>0.9999</td>
</tr>
<tr>
<td>Security Camera (PT-838)</td>
<td>0.9283</td>
<td>0.9978</td>
<td>0.9992</td>
<td>0.9999</td>
</tr>
<tr>
<td>Security Camera (XCS7-1002)</td>
<td>0.9089</td>
<td>0.9512</td>
<td>0.9900</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

validation, respectively. The resulting diagrams for the six devices are presented in Figure 6 and as it is shown the validation values are very close to the test results which confirms the accuracy values for the test samples.

Table 5 represents the results of several measures of the proposed methods (logistic regression and neural network) for each of the six devices and with two measures of the study in [17]. These results are the average of 10 execution for each measure.

Finally, Table 6 compares the results of the two proposed methods with that of some other methods. As seen from these last two tables, the proposed method has an accuracy of more than 95% which is promising, especially the logistic regression method which has a better feature selection method reaches 99% for accuracy. The logistic regression technique has good accuracies for simple datasets and we also showed by the neural network, that the relationship patterns among the data are simple. In addition, since the logistic regression method needs the labels for each data sample and the N-BaIoT is a labeled dataset, we expected that this method will reach acceptable results which are confirmed by these simulation results.

Furthermore, the proposed ANN for the Thermostat (Ecobee) device has the best accuracy with 94%, and the logistic regression method for two security
5 Conclusions and Future Work

In this paper, the problem of IoT intrusion detection was addressed and for this purpose, some datasets were investigated. Among them, the N-BaloT database was identified and selected as a novel dataset dedicated to IoT devices. The proposed method for feature extraction and classification is the logistic regression and a neural network for just classification, which the logistic regression method has not been observed in previous works in this field. The simulation results on the data of six of the devices in the N-BaloT dataset show that the feature selection method based on logistic regression leads to better accuracy criteria compared to other methods. Furthermore, the results of the neural network simulation for three different cases for the number of hidden layers, which were 2, 3, and 4 layers, show that the best results are obtained for 3 hidden layers and do not have over/under-fitting issues.

As for future work, it is recommended to use all nine devices in the N-BaloT database and to classify the attack samples according to the 10 classes of attack. This can be achieved through deep neural networks and especially the GAN neural network, which has not been used in this field so far. Furthermore, using other feature selection methods: i) feature selections by the deep neural networks, and ii) separate feature selection methods (scalar methods) are also advised for more investigations. Finally, exploring other similar datasets like Bot-IoT and CICIDS is also suggested for future research.
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