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A B S T R A C T

Estimating similarity is expressed in many domains and sciences. For instance,

data mining, web mining, clustering, search engines, ontology mapping and

social networks require the definition and deployment of similarity. User

similarity in social networks is one of the main problems and has many

applications in this area. In this paper, a new method is introduced for

combining structural and non-structural similarity between users in social

networks. In the experimental section, structural similarity algorithms are

combined with non-structural similarity algorithms through the proposed

method. All experiments are implemented on some part of the Twitter dataset.

Experimental results show that the precisions of all algorithms are increased

with the proposed method.

c© 2016 JComSec. All rights reserved.

1 Introduction

Social networks have become a part of everyone’s life
and are influencing their daily life. They have played
a big role in how people interact with each other. The
first social network was created in 1997 when the
users could create personal profiles and add friends
[1]. In later years, more social network communities
came to rise in different areas. This technology rapidly
spread across most of the countries. Social networks
enable users to share information, ideas, interests,
activities and life events. Examples of some popular
social networking sites include Facebook, Twitter,
LinkedIn, Google Plus+, etc.

A social network is structured as a graph where each
vertex represents a person or an organization and the
edge between two vertices indicates the friendship re-
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lationship, interaction, or collaboration among them.
The social network’s graph which has dynamic struc-
ture is changed over time by adding and removing
nodes and edges.

In general, the social network’s users have two struc-
tural and non-structural similarities. The structural
similarity refers to the user’s setting position in the
network graph with the following features: vertex de-
gree, number of triangles, clustering coefficient, eigen-
vector centrality, average shortest path length, and so
on [2]. The structural similarities of the social network
graph usually are expressed as neighboring matrices.

The non-structural or profiled similarity refers to
the categorized data available in the user’s profile. This
profile includes the user’s priorities, life events, and etc.
As it may be clear, the categorized data is disorganized.
Moreover, they are incomplete which means he/she
does not feed data or makes some mistakes in doing so.

The similarity in social networks must be defined
accurately based on predefined criteria. In this paper,
the similarity is defined as “the users, who are sim-
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ilar in terms of predetermined criteria, are assigned
an equal rank”. This criterion can be a profile char-
acteristic such as age, education, and place of edu-
cation. Moreover, the user’s network location in the
corresponding graph can be used as a criterion for
determining the similarity between users.

The similarity measure can be defined based on
the underlying application. For example, in the rec-
ommender systems, the similarity between the user’s
answers can be used for similarity measure. In other
words, a number of pre-determined questions are an-
swered by the users. These answers create a vector of
priorities for each user which is used by the user in
similarity criteria. In social networks finding the sim-
ilarity level of the people has vast applications (e.g.
finding routes to expand news, ideas, theses, political
views). Finding associations and pages interesting to
the users or finding a friend of the same thought and
ideas requires finding similar users. In all suggestive
systems in order to find desired items the user needs
to find similarity among his interests and the avail-
able items. The social networks are used in product
commercialization and service marketing, based on
the above-mentioned facts [3].

Determining the leaders and the followers in a social
network is another application for similarity approxi-
mation in social networks [2].

Existing approaches in structural and profile simi-
larity measures have some deficiency. Because of the
low network connectivity between users and inacces-
sibility of profile information of users, the similarity
between users will become hard to detect. So this pa-
per tries to combine structural similarity and profile
similarity to increase the accuracy of the measured
similarity. In a social network, some users have profile
similarity and some of them have structural similarity,
so the use of an algorithm that supports structural
and profile properties will produce better result.

The problem addressed in this paper is to propose a
new method to estimate the users similarity in social
networks. For this purpose, the paper is structured
as follows. In Section 2, related works on the problem
will be discussed and the approaches in estimating the
users’ similarity in social networks will be outlined.
Also, structural similarity and non-structural similar-
ity are defined correspondingly. The recommended
method is on Section 3 and finally Section 4 is devoted
to the evaluation of the proposed method.

2 RelatedWorks

The similarity approximation algorithms are intro-
duced to find the similarity level among the users, and

constitute the following major groups:

• Algorithms that approximate the similarity by
merely considering the structural features

• Algorithms that approximate the similarity by
merely considering the non-structural features

• Algorithms that approximate the similarity by
considering both structural and non-structural
features

As the social networks expanded, together with the
importance of their similarity measure, the first group
of the mentioned algorithms were introduced and
evolved. But it did not suffice since most of the users
had no similarity as far as the structural similarity is
concerned. However, in terms of the profiled similarity
they were similar to each other. Consequently, the
second group of the algorithms was introduced.

According to the homophily principle, the users who
are similar based on profile measures are connected
more in the structural sense [4]. This is the reason that
in the recent years, the first and the second groups of
the algorithms are combined to obtain better results.
This has become possible since the structural and non-
structural measures are two completely independent
issues with detecting similarity. In this paper, a new
approach for computing the similarity between users is
proposed based on the structural and profile measures.

Many studies are available regarding similarity ap-
proximation where the structural features are adopted
[3, 5–9], the same is true where non-structural features
are adopted [10, 11]. However, very few studies have
adopted the newly introduced “combined features”.

Adoption of this new method is presented in [12],
where in the structural section the NS and in the non-
structural section, the OF algorithms are applied. The
advantage of [12] in relation to the other few studies
is that the users’ profile structure is considered as
a set of features where the multi-value features like
education are supported as well. The majority voting
method is adopted in [12] for inference of non-fed
profile features. The obtained results are assessed on
and compared with the directional YouTube and non-
directional Facebook, social networks’ graphs. There
is no algorithm in [12] to measure the structural and
non-structural similarity, but only the correlation of
the structural and non-structural similarity is referred
to.

Random walk with restart algorithm is introduced
in [13] where the features of the available nodes and
joints/connection are used to learn a grouping pattern
in order for the nodes which have no connection with
them to be assigned to positive or negative groups.
The positive groups have the potential of being con-
nected to the source node in future. To begin, the
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learning algorithm assigns a degree to the combina-
tion of two groups based on their features, allowing
the Random walk algorithm to begin moving in the
graph according to the assigned degrees with a ten-
dency to move towards combinations with high degree.
In this method the groups’ and connections’ features
must be predetermined which makes its adoption to
the real networks impossible.

One of the important applications of similarity ap-
proximation is clustering the users. The SA-cluster al-
gorithm, which is introduced in [14] applies the users’
structural and non-structural features for similarity
approximation. The users within one cluster have the
same grade. The SA-cluster algorithm does not con-
sider the users’ profile as grouped information but
considers only one feature for the users’ profile.

The structural similarity section of the proposed
algorithm is P-Rank, SimRank and SRank algorithms.
The first two is based on node’s neighbors that are
connected to the base node and calculate the similar-
ity between two nodes based on the count of common
neighbors. The SRank algorithm is based on the short-
est distances between two nodes. In SRank all paths
between two nodes is found using recursive functions
and then the similarity degree is calculated.

2.1 SRank

The basic intuition of SRank [15] can be expressed
as “two objects in a directed graph are considered
similar if they are connected by a small-length path”.
More specifically, similarity between objects ‘a’ and
‘b’ (maybe different from similarity between ‘b’ and
‘a’) in a given graph is affected by the following two
contradictory conditions:

• The number of shortest paths from a to b.
• The length of shortest paths from a to b.

To compute the user similarity based on SRank
formula, first, we define access value. Let Pp be the
N ×N transition probability matrix with length p of
a graph G. Access value from a to b is defined as:

H(a, b) = w1∗P 1
a,b+· · ·+wp∗P p

a,b+. . .+wn−2∗Pn−2
a,b

(1)

Where wi is the weight for all paths with length
i. Ppa, b is the probability of going from a to b with
length p and is equal to the number of p-paths from
a to b (kp(a, b)) divided by the number of p-paths
starting from a to other nodes (kp(a, x)):

P p
a,b =

kp(a, b)∑
∀x∈G−{a} kp(a, x)

(2)

The access values between different nodes of a given
graph are approximately estimated by considering very

few sentences of Equation (1). Moreover, constructing
all of the different paths is very time-consuming. As
a consequence, H(a, b) is replaced by Hs(a, b) and is
defined as:

Hs(a, b) = w1 ∗ P 1
a,b + · · ·+ws ∗ P s

a,b 1 ≤ s ≤ n− 2
(3)

It is apparent that to obtain meaningful results, the
weight of shorter paths must be higher than that of
the longer paths:

wp = 2s−p (4)

A straightforward approach to estimate similarity
score between a and b is to normalize Hs(a, b) with
respect to Hmax and Hmin in the whole collection. In
our experiment we used Equation (5) for the similarity
score between a and b:

SRanks(a, b) =
Hs(a, b)−Hmin

Hmax −Hmin
(5)

2.2 SimRank

The basic intuition of SimRank[5] can be expressed
as “two objects in a directed graph are considered
as similar if they are joined to similar neighbors”.
SimRank considers only in-neighbors to determine
the similarity between users. The similarity between
objects a and b is denoted by s(a, b) ∈ [0, 1]. There is
a recursive equation for s(a, b): If a = b then s(a, b) is
defined to be 1. Otherwise:

s(a, b) =
C

|I(a)||I(b)|

|I(a)|∑
i=1

|I(b)|∑
j=1

s(Ii(a), Ij(b)) (6)

where C is a constant between 0 and 1. In most papers
the value 0.8 is considered as C value. I(a) and I(b)
are referred to the count of input neighbors of nodes
‘a’ and ‘b’ respectively. Input neighbors mean there
is a link from the neighbor node to node ‘a’. A slight
technicality here is that either a or b may not have
any in-neighbors. Since there is no way to infer any
similarity between a and b, in this case, similarity
value should be set to s(a, b) = 0. So, the summation
in Equation (6) will be 0 when I(a) = 0 or I(b) = 0.

2.3 P-Rank

The basic recursive intuition of P-Rank[9] can be
expressed as “two entities are similar if they are related
to similar entities”. PRank considers both in-neighbors
and out-neighbors to determine the similarity between
users.

If a = b then s(a, b) is defined to be 1. Otherwise:
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s(a, b) = λ ∗ C

|I(a)||I(b)|

|I(a)|∑
i=1

|I(b)|∑
j=1

s(Ii(a), Ij(b))

+ (1− λ) ∗ C

|O(a)||O(b)|

|O(a)|∑
i=1

|O(b)|∑
j=1

s(Oi(a), Oj(b))

(7)

In Equation (7), I(a) and I(b) are referred to the
count of input neighbors of node ‘a’ and ‘b’ respec-
tively. O(a) and O(b) are referred to the count of out-
put neighbors of node ‘a’ and ‘b’ respectively. Input
neighbor means there is a link from the neighbor node
to node ‘a’ and the output neighbor means there is a
link from node ‘a’ to the neighbor node.

When I(a) or I(b) = 0, the in-link part is invali-
dated and only the out-link direction takes into effect.
Similarly, when O(a) or O(b) = 0, only the similarity
flowing from in-link parts are considered. If both I(a)
or I(b) = 0 and O(a) or O(b) = 0, we define s(a, b) =
0. C represents the degree of attenuation in similarity
propagation, and λ expresses the relative weight of
similarity for in-link and out-link directions. When
λ = 0.5, P-Rank well balances both in-link and out-
link factors for measuring structural similarity. Like
SimRank, in most papers, the value 0.8 is considered
for C in P-Rank algorithm.

2.4 OF

In the proposed approach, OF algorithm is used in pro-
file similarity section. OF algorithm is based on occur-
rence frequency as follows. Profile similarity between
two users X and Y with the assumption of equality in
profile feature’s value will be one. Otherwise, it will
be calculated as:

S(X,Y ) =
1

1 + log
(

N
f(X)

)
∗ log

(
N

f(Y )

) (8)

F (x) is the number of occurrences of X in the whole
user profile and F (y) is the number of occurrences of
Y in the whole user profile.

3 The Proposed Approach in Com-
bining the Structural and Non-
Structural Similarity Measures

The recommended approach is illustrated in Figure 1,
which can be implemented for both the structural and
profile similarity approximation algorithms. As it is
observed in Figure 1, first, the most similarity level
available for user X in relation to other available nodes
in the graph who are not of X’s friends are determined.
If this value is bigger than zero, then node X certainly,

has at least one connection with at least one node
in the graph, otherwise n = 0. With respect to new
users and the users who have the least connection with
others, n is usually zero.

If n is bigger than zero, the number of users who
are not among node X’s friends and their structural
similarity level with node X is equal or more than n
are determined. If the number of the nodes exceeds a
certain number, assessing all of them in test data is
not a wise move. Therefore, this approach restricts the
number of users who might have the most structural
similarity with user X and if this number exceeds the
allowable threshold, the recommendation is ignored
and the profile similarity feature of user X with other
users is considered; otherwise, the recommendation is
made and for verification, it resorts to test data.

If a test data exists between user X and one of the
users with the most structural similarity, it would
indicate that a new combination is predicted for user
X by this approach. In this study the threshold for the
number of users with the most similarity with user X
is considered to be 3. If the number of the users is less
than 3, all of them will be recommended to user X,
otherwise, the user profile similarity will be used in
predicting the new combination.

In case of n = 0 the users’ structural similarity
cannot be applied in its new combined recommenda-
tion; since node X in such conditions has the least
connection with other nodes or no connection at all,
the users’ profile similarity is more effective in pre-
dicting his/her new connections. Therefore, the most
profile similarity level available for user X in relation
to other available users is determined. This value will
be considered as m and d will be the number of users
that has profile similarity equal or greater than m
with user X. If m is bigger than zero then, node X
certainly has a significant similarity at least with one
of the nodes in the graph. Here, a threshold limit of
10 is considered for the number of these nodes. If the
number of the users whose profile similarity to X is
equal to m is less than 10 all would be recommended
to X and if it exceeds 10 no recommendation is made.

4 Evaluation

The Twitter social network is used in the evaluation
of this study [16]. This data set consists of 21 million
users and about 200 million friendships among the
users; on average every user has 10 friends. Due to
this high volume, a subset is extracted from the main
data set by the Newman algorithm [7] and saved un-
der a small graph which includes 2508 nodes and 8860
connections among the nodes. This small graph is di-
vided into two parts named as Test data (for algorithm
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Figure 1. Proposed Method for Combining Structural and Non-Structural Similarity

implementation) and Train data in a random manner.

In this graph, one connection is eliminated from
every node in a random manner and is placed in the
test data section and the rest are placed in train data
section. Algorithms are applied to the train data and
seek to find one or more new friends with the most
similarity and recommend it to the users. If there
existed a prior relation between the user and the
recommended friend in the test data, this algorithm
has been able to make a correct prediction; otherwise,
the results of its prediction are scarce. All nodes in
this graph are subject to this process

4.1 Validation Metrics

For validating the results of the algorithms, we use
three metrics.

(1) Precision: Also known as positive predictive
value is the fraction of retrieved instances that
are relevant. In the context of this paper, it
means the percentage of suggested friends to all
users that are correct and exist in the test data
[17].

Precision = 100 ∗ number of correct found

number of nodes
(9)

(2) Recall: Also known as sensitivity is the fraction
of relevant instances that are retrieved. In the
context of this paper, it means what percent of
the potential friends who are in test data are
suggested to users. High recall means that an
algorithm returned most of the relevant results
[17].

Recall = 100 ∗ number of correct found

number of edges in test data
(10)

(3) F-Measure: Also known as F-score is a measure
of test’s accuracy. F-Measure is the harmonic
mean of precision and recall. The F-Measure
can be interpreted as a weighted average of the
precision and recall, where F-Measure reaches
its best value at 1 and worst score at 0 [17].

F −Measure =
2 ∗ Precision ∗Recall
Precision+Recall

(11)

4.2 Validation Results

In the first experiment, the three structural similarity
methods of SRank, SimRank and P-Rank and the non-
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Table 1. The Recommendation Results in Experiment1

Tests
Number of Edges

in Test Data

Number of Edges

in Train Data

Number of Correct Predictions

SimRank P-Rank SRank OF

1 1772 7138 320 315 475 20

2 1760 7100 316 316 649 15

3 1763 7079 398 397 476 15

4 1750 7110 368 375 502 16

5 1775 6885 259 258 463 18

structural similarity method of OF are implemented
on different samples extracted from the graph without
applying the recommended algorithm.

In the second experiment, the three structural simi-
larity methods of SRank, Sim-Rank and P-Rank and
the non-structural similarity method of OF are com-
bined and implemented on five samples extracted from
the main graph. By comparing the results obtained
from these two tests the success of the proposed algo-
rithm is determined.

All experiments are implemented on one computer
system with a 2.5 GHz and coretm5 with 4 GB main
memory subject to windows 7 agent system in JAVA
language.

4.2.1 Validation Results Without Applying
the Recommended Algorithm

The results obtained from the initial tests on the five
samples extracted from the graph are tabulated in
Table 1. In both, the tests cycles for algorithms are
run on the train data.

Description of the train data and test data of every
test series are presented in the fifth and sixth columns
of the subject test (e.g. in the first test in experiment1,
after dividing the available connections in the graph
on a random basis, 1772 connections are placed in the
test data and 7138 connections are placed in the train
data). These algorithms conduct similarity approxi-
mation for all the users in the graph and recommend
a new connection to them. Test data is used to deter-
mine the correctness of the recommended connection
by the algorithm. If the recommended connection is
contained in the test data the recommendation by the
algorithm is correct; otherwise, it is not correct. The
numbers of correct recommendations by SimRank, P-
Rank and SRank algorithms are presented in columns
4, 3 and 2, respectively. The same, regarding OF algo-
rithm, is presented in the first column. With respect
to the number of correct recommendations of each
algorithm, the precision of each algorithm is obtained
for experiment1 and is shown in Table 2 and Figure 2.

Table 2. Precision Results in Experiment1

Test SimRank P-Rank SRank OF

test1 12.75 12.55 18.93 0.8

test2 12.59 12.59 18.7 0.6

test3 15.89 15.82 18.97 0.6

test4 14.67 14.95 20.01 0.63

test5 10.32 10.28 18.46 0.71

Table 3. Recall Results in Experiment1

Test SimRank P-Rank SRank OF

test1 18.53 18.3 27.58 1.16

test2 17.95 17.95 26.64 0.85

test3 22.57 22.51 30 0.85

test4 21.02 21.42 28.68 0.91

test5 14.75 14.7 26.36 1.01

Table 4. F-Measure Results in Experiment1

Test SimRank P-Rank SRank OF

test1 15.1 14.88 22.45 0.94

test2 14.79 14.79 21.97 0.7

test3 18.64 18.58 23.24 0.7

test4 17.28 17.6 23.57 0.74

test5 12.14 12.09 21.73 0.83

The results of recall obtained in experiment1 are
shown in Table 3 and Figure 3. the results of F-measure
for the same test are shown in Table 4 and Figure 4.
The F-measure results indicate that the SRank algo-
rithm which performs based on the short routes be-
tween two nodes, in comparison with other algorithms
which are based on neighborhood nodes is of higher
accuracy. It becomes evident that OF algorithm alone
has a poor performance in predicting new connections.
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Table 5. The Recommendation Results in Experiment2

Tests
Number of Edges

in Test Data

Number of Edges

in Train Data

Number of Correct Predictions

SimRank

& OF

P-Rank &

OF

SRank &

OF

6 1772 7138 426 425 687

7 1760 7100 421 421 698

8 1763 7079 412 413 706

9 1750 7110 410 409 709

10 1775 6885 398 398 689
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Table 6. Precision Results in Experiment2

Test SimRank P-Rank SRank

test6 16.95 16.94 27.39

test7 16.78 16.78 27.83

test8 16.42 16.46 28.14

test9 16.34 16.3 28.26

test10 15.86 15.89 27.47

Table 7. Recall Results in Experiment2

Test SimRank P-Rank SRank

test6 24.73 24.68 39.89

test7 23.92 23.92 39.56

test8 23.36 23.42 40.04

test9 23.42 23.37 40.51

test10 22.67 22.67 38.81

4.2.2 The Results of Applying the Recom-
mended Algorithm

The results obtained from the next tests on five sam-
ples extracted from the graph are tabulated in Table 5.
In this test, the structural similarity algorithms are
combined with the OF non-structural similarity algo-
rithm through the proposed method and applied as a
single algorithm on train data. The number of correct
predictions of the algorithm with respect to the major
changes applied to the users is shown in Table 5. The
precision of the second test results, with respect to
Table 2 content, are shown in Table 6 and Figure 5.

The results of recall obtained in experiment2 are
shown in Table 7 and Figure 6, and the results of F-
measure for the same experiment, are shown in Table 8
and Figure 7.

Here it is obvious that the combination of algorithm
SRank with OF, in comparison with algorithms based
on neighborhood nodes is of higher accuracy. The
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Table 8. F-Measure Results in Experiment2

Test SimRank P-Rank SRank

test6 20.11 20.09 32.47

test7 19.72 19.72 32.7

test8 19.28 19.33 33.05

test9 19.24 19.2 33.29

test10 18.66 18.68 32.16
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precision, recall and F-measure prediction of each
algorithm show about 1.5 fold increases, according to
the results obtained from both experiments.

5 Conclusion

In this paper a new algorithm is introduced which
combines the structural and non-structural similarity
algorithms. To implement this algorithm the SRank,
SimRank, and P-Rank algorithms are used for de-
termining the structural similarity and the OF algo-
rithm used for determining the non-structural simi-
larity. The experiments are conducted on a subset of
the Twitter social network dataset in order to approx-
imate user similarity in social networks and predict
the new connections among them. By applying the
Newman’s assembly/recognition algorithm, a small
graph is extracted from the main data set and some
connections on this graph are eliminated on a random
basis. The objective of the algorithms is predicting
the eliminated connections. The results obtained from
the two experiments revealed that the accuracy rate
of this newly introduced algorithm in predicting new
connections has improved by 1.5 fold. Another finding
is that the structural similarity based on the short
route is more accurate in approximating similarity
and prediction of the new connections, compared with
the structural similarity algorithms based on node
neighborhood. According to the proposed algorithm,
the structural similarity based on the short route can
be combined with the algorithms of non-structural
similarity in a better manner compared with the one
based on neighborhood nodes.

The experiments here indicate that the SRank al-
gorithm outperforms others with regard to accuracy
in similarity approximation.

Improving this algorithm regarding the accuracy in
similarity approximation would constitute the theme
of the upcoming article. Another topic will be the
implementation of this newly introduced algorithm
on data sets with multi-profile fields.
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