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A B S T R A C T

Author identification is an attempt to demonstrate the characteristics of the
author of a piece of language information so that in the end, it would be
possible to significantly distinguish the difference between various texts written
by different people. The rapid development of Internet communication has
caused Internet tools with anonymous identity, such as emails and weblogs, to
become popular communication methods for the perpetrators of illegal acts
and has raised some security concerns. Persian language is of interest to a
great number of different individuals and organizations for various reasons
such as political, social, artistic, cultural and religious issues. In this paper, a
number of intelligent writeprint methods which help automatic identification
of a Persian writer based on his/her writing style are studied and compared.
For this purpose, after collecting two different databases, five feature types
including lexical, syntactic, semantic and application-specific features, were
used for extracting stylometric characteristics. In this study KNN, Delta,
Neural Networks, Decision Tree and Linear Discriminate Analysis classification
methods were applied to these databases. The results and their comparison
showed that Linear Discriminate Analysis and KNN methods ranked first and
second, respectively, in terms of accuracy among the studied methods.

© 2015 JComSec. All rights reserved.

1 Introduction
Identification of the author is finding or getting close
enough to the real author of a text particularly in a
collection of nominated authors. To achieve this goal,
the distinctive information of the authors has to be
recognized and analyzed using some models. Author
identification is one of the oldest issues in stylistics
from one hand, and one of the newest on the other
hand [1]. Author identification not only can attract
the attention of scientists but also, in a more practical
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context it can be a favorite issue for politicians, jour-
nalists and lawyers [1, 2]. Since the creation of words
and documents, there have been debates about the
ownership of words and identity and characteristics of
the documents’ author. So author identification can
be defined as an attempt to demonstrate the charac-
teristics of the producer or the author of a piece of
language information. The key assumptions in author
identification consist of access to a sample text which
is definitely written by a member of the set of authors
and also specification of the author of that text.

Many researchers believe that people use certain
language patterns in their writings which act as the
fingerprints of the authors. This pattern is called
writeprint [3]. In this regard, [4] calls the collection
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of measurable specific characteristics which can be
used for identification of a particular author, ”Hu-
man Stylome”. Since every human being has unique
biometric characteristics and behavior patterns, it
can be said that some language and writing related
characteristics such as using specific patterns of word
sequences, layouts, syntactic and structural features
that are called stylistic characteristics remain rela-
tively constant in people. Learning and recognition
of these characteristics with high accuracy is a de-
bating subject in the text author identification area.
Theoretically, acceptable reasons can be put forward
for the hypothesis of possibility of existence of such
qualities. Since everyone learns language individu-
ally and their experiences as language learners are
different from each other, the language that different
people learn would have little differences in various
but small aspects.

Although using the document analysis science and
also expert judgments can conventionally result in
good conclusions in author identification, recent ad-
vances in statistical techniques and application of ma-
chine learning on accessible computer sources and ob-
jective and automatic inferences form texts, have cre-
ated scientific and more reliable methods in author
identification. This paper implements author identi-
fication for Persian language using all four types of
features that have been used for English language
with automatic machine learning methods on the two
collected standard databases and compares their re-
sults. In Section 2 a background on author identifi-
cation will be presented. The characteristics used for
identification of the unique writing style of an au-
thor are explained in Section 3. Then in Section 4 the
author identification methods are introduced and in
Section 5 adopting the author identification methods
for Persian language is discussed. Section 6 evaluates
the recommended system and then compares differ-
ent methods of machine learning used in Persian lan-
guage author identification. Section 7 is dedicated to
discussion.

2 Research Background
The basic idea of statistical (or computational) identi-
fication of the author is the quantitative measurement
of the text’s characteristics so that the differences be-
tween texts written by different people can be distin-
guished. The first attempt to measure writing styles
was carried out when Mendenhall did some studies
on the Shakespeare’s plays (1887). Later, in the first
half of the twentieth century, some statistical research
projects were conducted on literary texts [5–7]. Then
to determine the identity of the author, more detailed
investigations were performed on the data collection

of “The Federalist Papers” by Mosteller and Wal-
lace [1] which is, without a doubt the strongest and
most effective research ever conducted in this field.
Their method basically moved away from traditional
approach of author identification which was identify-
ing the author based on human judgment. From then
on and until 1990s, studies regarding author identi-
fication, focusing on defining the text attributes for
assessment of the writing style (a branch of research
called Stylistic), resulted in introduction of many di-
verse measures such as the length of the sentences,
the length of the words, the number of words’ oc-
currences, the number of repeating characters and
the lexical richness functions [8, 9]. In another study,
nearly 1000 different measures were introduced [10].
It is worth mentioning that during this period, i.e. up
until 1990, since the idea of creating a full automated
system of author identification was hardly considered,
the presented identification methods were only using
computers rather than being computer-based.

Considering the amount of available electronic
texts, the applicability of the author identification
methods in variety of applications can be easily un-
derstood. Some of which are: literary researches (e.g.
identification of the anonymous author of a contro-
versial literary product from known authors) [11, 12],
artificial intelligence (such as identification of ter-
roristic messages or statements from a set of known
terrorists) [13], criminal law (e.g. identification of
authors of threatening messages, identification of au-
thors of suicidal notes), civil law (the infringement
of laws used in intellectual property issues) [2, 14],
computer debates (e.g. identification of authors of
malwares or computer viruses) [15]. In such cases,
the author attempts to hide his identity for criminal
purposes.

Nowadays, statistical and machine learning meth-
ods are very common methods for author identifica-
tion. Burrows was the first to use Principal Compo-
nent Analysis in 1987 that attracted attention of re-
searchers due to its high differentiation ability [16].
Other multi-variable methods such as Cluster Analy-
sis and Discriminant Analysis [17, 18] have produced
good results in author identification as well.

Powerful machine learning techniques have had a
lot of applications these years. Tweedie, Lowe, Math-
ews et al. used Neural Network for this purpose [18,
19]. While Diedrich, de Vel et al. have successfully ap-
plied SVM method for author identification [20, 21].

The expansion of the Internet, its borderless na-
ture and the increase of online communications has
resulted in creation of security issues in author iden-
tification. For this reason, implementation and use of
authors identification in different languages is becom-
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ing increasingly more important. So far, studies have
been conducted on English, Greek, Chinese and Ara-
bic. Peng et al. performed tests on English texts, Chi-
nese novels and Greek newspapers [22]. Zheng et al.
implemented author identification on Internet mes-
sages in English and Chinese, etc. [23–26]. Feature
extraction for author identification does not have the
same difficulty in different languages. Most features
of writing style have been designed for English and it
is possible that these features are not equally applica-
ble for other languages. The structural and linguistic
differences in different languages can possibly make
the extraction of the features difficult.

Persian language is the official language in Iran,
Afghanistan and Tajikistan, and tens of millions of
people speak in this language. Different groups of peo-
ple are related to this language for political, social,
artistic, historical, cultural and religious reasons. The
morphological differences of this language with En-
glish have resulted in negligence in implementation
and design of natural language processing tools con-
sistent with Persian language. This might have partly
caused the negligence of author identification in this
language. In this paper, some of the well-known tech-
niques in author identification are implemented for
Persian texts.

3 Stylistic Features
Previous studies on author identification have defined
and classified some features for recognition of writ-
ing styles [8, 26, 27]. Writing style features extracted
from the text, show the style of people’s writings and
simplify the author identification process. The writ-
ing styles of individuals are different in various as-
pects. The main classification of these features con-
sists of lexical, characteristic, syntactic, semantic and
application-specific features.

3.1 Lexical Features

The lexical features of a text are known as sets of
clauses that are divided into components called to-
kens. Each token can be a word, a figure or a punc-
tuation mark. The main advantage of these features
is that they are applicable in any language and with
any set of texts by using the tokenizer tool (which
divides a text into a set of tokens).

The lexical richness function, models the distribu-
tion of words in a text. The size of the lexis is another
measure which strongly depends on the length of the
text. In the way that at the beginning of the text, the
size of the lexis increases rapidly and by reaching the
end the increasing trend of the lexis size slows down.

In another method, regardless of the content informa-
tion, the text is considered as a set of words each of
which is repeated a certain number of times in the
text [28].

3.2 Characteristic Features

The characteristic features consider the text as a set
of character strings. Some of the other features of this
category can be the number of characters in the text,
numbers in the text, capital and small letters, rep-
etitious and punctuation characters [21, 26]. It has
been proven that this group of information, which
can be easily obtained for every natural language,
is relatively suitable for determination of the writ-
ing style [29]. Cavnar and Trenkle [30], introduced
n-gram as an n-character piece of a longer charac-
ter string. This feature which can extract subtle style
differences (including lexical information) is remark-
ably noise (spelling errors) tolerant. The Character
n-gram extraction method is very simple in terms of
computation. For example Character 4-gram for the
current paragraph would be as follows: |The-|, |char|,
|acte|, |rist|, |ic-f|, |eatu|, . . .. In a study [31], it was
found that in an author identification process, the
Character n-gram with different “n”s is a more suit-
able feature than a lexical feature. A diverse number
of authors have shown that a number of Character n-
gram repeats might be better than even the grammat-
ical features for obtaining lexical information. They
are useful without the need for language informa-
tion background. It is noteworthy that the Charac-
ter n-gram feature is conducted on words related to
both the content and the subject. This feature gener-
ates useful information only if all of the texts in our
database are on the same subject.

The important issue in the Character n-gram
method is defining n as the length of the desired
string. A large n not only provides better lexical and
background information but also presents better the-
matic information. However, a large n would increase
the dimensions of the feature representation very
much by providing hundreds of thousands features
for a text. On the other hand, a small n (2 or 3) would
be able to display the information of sub-strings
(such as syllable), however this extracted attribute
is not sufficient by itself for displaying the text and
background information. The procedure of choos-
ing an optimum n depends on the natural language
specifications and defining constant n, will prevent
application of n-grams with different lengths [31, 32].
For instance, since Greek and German languages
have longer words in comparison with English, using
larger n for them is more suitable.
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3.3 Syntactic Features

Since an author unconsciously tends to use the same
syntactic patterns, using syntactic features provides
a more accurate display of the text [24]. This pro-
vides a more reliable method for identification of the
author than the lexical features. Extracting syntactic
information requires powerful and accurate tools for
processing the natural language (NLP) which are able
to syntactically analyze texts. Extraction of syntac-
tic features is a text-related procedure and requires
a parser which can analyze a particular natural lan-
guage with high precision. Moreover, the syntactic at-
tributes generate a set of features with low precision
due to inevitable errors of the parsers. Baayen, Hal-
teren and Tweedie [33] were the first people to use syn-
tactic information for author identification. Using the
complete tree decomposition procedure of every sen-
tence, they analyzed the corpus set syntactically and
extracted the number of occurrences of the re-writing
rules. Each re-writing rule expresses one part of a syn-
tactic analysis. For example an adverb preposition
phrase consists of the preposition and a noun phrase
followed by a prepositional predicate. This detailed
information shows the syntactic group of each word
and the composition of words to make phrases and
other structures. The reported results suggest that
this attribute is better than lexical and lexical rich-
ness features. The extracted attribute includes the
number and the length of noun phrases and clauses.

The occurrence of the common words, such as
prepositions, articles and pronouns, which are called
function words, is one of the very good features for
author identification [16, 34]. The main advantage of
this attribute is its independence to the text’s subject
since these words do not carry any semantic informa-
tion. Another important advantage of this attribute
is that the author uses the function words uncon-
sciously; this means that the writing style of the
writer of different texts with different subjects can
be reflected in the function words used by him/her.
The choice of these words is usually based on the
criteria that are introduced by linguistics. A simple
yet successful method to define function words for
author identification is to extract words with high
occurrences in the corpus of the nominated authors.
In studies conducted by Burrows [16, 35] a set of
100 function words have been recognized suitable for
displaying the author’s style.

3.4 Semantic Features

Semantic features more precisely analyze the text and
provide more applicable features. This is done by ob-
taining the semantic dependency graph including the
semantic features and modification relations.

The tense and the mode of the verbs used by the
author and the semantic similarity between the words
in the text are another example of such features.
The words and phrases that join clauses together are
known as conjunctions. Different patterns of using
conjunctions [36] result in remarkable differences in
writing styles. According to Hildi and Mason [37],
conjunctions are categorized into three groups of
“descriptive”, “exponential” and “elaborative”. The
descriptive conjunctions deepen the content of the
text by illustrating and re-focusing. Using descriptive
conjunctions can have a good effect on the text and
provide solidarity throughout the whole text. The ex-
ponential conjunctions would add more information
into the text, even sometimes antithetical to the cur-
rent concepts. Repetitive usage of these conjunctions
aggregates the text information but if these conjunc-
tions are not used enough it is possible for the reader
to get lost among the multiple and various concepts.
The elaborative conjunctions describe the text with
details or logical relationships.

McCarty et al. [38] defined another approach for
semantic measure extraction. According to the Word-
Net [39], they have well recognized the information
about the word’s synonyms. Moreover, they used the
Latent Semantic Analysis for lexical features in order
to automatically recognize the semantic similarities
between words [40].

3.5 Application-Specific Features

The application-specific features can be used for a
more delicate presentation of differences in people’s
styles in a specific confine. The application-specific
features, in fields such as electronic messages, are the
application of structural measures which includes us-
ing greetings in messages, different types of signa-
tures, dips, the length of the paragraph, etc. [3, 21, 26,
41]. In addition, when the text is in the form of HTML,
the HTML Tag distribution-specific features [21] such
as the colors and the sizes of the fonts can be used as
application-specific features [13]. These features are
very important in short texts, where the stylistic fea-
tures of the text content are not enough, and accurate
tools are required for extracting them.

4 Data Classification Methods
There are different methods for data classification
such as Statistic Pattern Recognition, which works
based on statistical models, Neural Pattern Recogni-
tion, which is based on neural networks and Syntactic
Pattern Recognition, which works based on element
structures (clustering).
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4.1 Density Estimation Using K Nearest
Neighbor Method

The KNN method is a probabilistic model in which
to identify the author of an anonymous text, K sam-
ples of the training texts, in the feature space, which
have the least distance from the anonymous text, are
taken and the author who has the most number of
texts among these K texts is selected as the author
of the unknown text [42]. This method estimates the
probability of the anonymous text belonging to the
ith author through

p̂ (x|i) = ni

k
(1)

where, ni is the number of texts that belong to the
ith author in the set of K texts which have the most
similarity to the anonymous text. K is constant in
every probability calculation.

Suppose that there are n training texts with their
authors known and we are going to classify a text
with an anonymous author, x, in one of the above c
classes (author). To use the KNN method, first a scale
should be selected for measuring the distance (such
as the Euclidean distance). Then the following steps
should be taken:

A. The distance of each training text with the text
x is calculated; K texts which are the closest to
the text x are selected regardless of their class
(author).

B. The number of each author’s texts in this K
texts is determined and called ni where i =
1, 2, . . . , c and

∑
i ni = k.

C. The text x is assigned to the author who has
the most number of texts among the K texts,
i.e. the largest ni.

4.2 Delta Method

In 2002, a method was presented by Burrows [11] ex-
clusively for author identification namely Delta. In
this method, the normalized difference of the number
of word occurrences (a set of n desired words, usu-
ally the most repetitious words) in the text D of the
known author and the number of occurrences of the
same words in text D′ with anonymous author is cal-
culated using Equation (2). In this equation, σi is the
standard deviation of the ith word in the compara-
tive set and fi(D) is the number of occurrences of
the word wi (the number of occurrence of the ith de-
sired word) [43]. This method calculates the distance
between the two texts, D′ being the test anonymous
text and D the written training text by a nominated
author, as follows:

∆
(n)
B (D −D′) =

n∑
1

1

σi
|fi(D)− fi(D

′)| (2)

This method classifies the nominated authors of the
texts D′ considering their distances from the test text
D, while after each difference, the number of words
occurrences reduces by a factor of 1

σi
. In this equation

the test document is classified into the group closest
to the specified training document. This method uses
the function word distribution feature for classifica-
tion.

4.3 Neural Networks

The neural network algorithm is one of the most
widely used and most practical modeling methods for
large and complex problems. In 1958, Rosenblatt [44]
introduced the concept of single-layer perceptron as
a useful tool for classification of a set of data into
two classes and he offered a proof for stability of the
perceptron learning rule. Each multilayer perceptron
neural network consists of an input layer. Each node
in this layer is equal to one of the predictor vari-
ables. Each input node attaches to all nodes of the
hidden layer. The nodes of the hidden layer can be
attached to another hidden layer or the output layer.
The output layer can consist of one or more output
variables depending on the problem [45, 46]. In this
study, a three-layer neural network is used for the
implementation of the author identification system.

4.4 Decision Tree

The Decision trees are used for displaying different
concepts in artificial intelligence such as the structure
of sentences, equations, game modes, etc. Training of
a tree is a method for approximating the objective
functions with continuous and discrete values. This
method is resistant against the noise in the data and
is able to learn the conjunction and disjunction syn-
tax of the predicates. Due to the high efficiency of
the decision tree method in problems with high vol-
ume data, this method is used in Data Mining [47].
The decision trees are made by consecutive division
of data to separate groups and the purpose of this
process is to increase the distances of the groups in
each division.

In the decision tree ID3, a statistical value, called
Information Gain, is used which determines to what
extent a feature is able to divide training examples
based on their classification [48]. Likewise, the fea-
tures extracted from texts of each author are given
to the decision tree. The decision tree method selects
features with high entropy. The feature which is in
the root has a higher importance than other features.
This method uses entropy and interest rate for classi-
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fication of selected features and in the end composes a
tree of features that are classified as important. So the
features which are located in the root of the tree are
more discriminant than other features and as we go
farther from the root, the importance and separating
quality of the selected features reduces. At the end,
the precision of the decision tree is also calculated.

4.5 Linear Discriminant

A common algorithm for classification and data di-
mension reduction is Linear Discriminant Analysis
(LDA). This method easily manages the modes in
which the numbers of members of the classes are not
equal. This algorithm intends to maximize the ratio
of the between class variance to within-class variance
in every database. In-class dispersion is calculated as
the covariance for each class. This method takes the
data set into another space. In LDA, the form and
location of the original data set do not change when
converted into another space and the endeavor is to in-
crease the separation of the classes [49]. This method
seeks a series of features among the extracted features
of the texts that can best divide the authors’ classes
and since it is a linear method, it ignores all nonlinear
features.

5 Adopting Author Identification
Methods for Persian Language

The automatic author identification has been imple-
mented and used for various languages; however it has
not been used to this extent for Persian language [50].
In this Section, the works conducted for the imple-
mentation of the automatic author identification in
Persian language are explained. First, the stylistic
features extracted from Persian texts are discussed.
Then methods of feature selection for data volume
reduction and elimination of additional information
will be investigated. Finally, the collected database
for this application in Persian language will be ana-
lyzed.

5.1 Stylistic Features Extraction

Different features have been used in different lan-
guages for author identification. In this study the
most distinguishing of these features are selected.
Some of the previously discussed features are discrim-
inant by themselves but some others are applicable
and provide better results in combination with other
features.

In the following, a variety of selected features to
be extracted from Persian texts are introduced. Some
of the features mentioned in English languages are

not used due to lack of similar extraction system in
Persian language.

5.1.1 Lexical Features

The lexical features used in this paper include lexical
richness, n-gram and other features that are explained
in detail in the following sections.

Lexical Richness

The lexical richness is used to measure the lexical fre-
quency in a text. Various metrics are used for measur-
ing the amount of richness for the purpose of author
identification. The most common metric of this group
is type-token ratio which is calculated as V

N where V
is the number of words and N is the number of tokens
in the text. Since these features are affected by the
length of the texts, many researchers have presented
functions describing these features that are claimed
to be length-independent. However our investigations
did not show any proof for this claim.

To achieve better results, some scholars have used a
set of lexical richness functions, instead of one, in asso-
ciation with multi-variable statistical techniques [17].
These functions are not ponderous in terms of calcu-
lation. According to some studies [51], the majority of
lexical richness functions are very much dependent to
the length of the text and are relatively impermanent
for texts shorter than 1000 words.

For measuring the lexical richness, Stamatatos et al.
[27] and Baayen et al. [33] have used a collection of 5
functions namely K, R, W , S and D for Yule [6], Hon-
oré [52], Sichel [53] and Simpson [54], respectively.
These functions are defined through expressions

K =
104

(∑∞
i=1 i2vi −N

)
N2

(3)

R =
100 logN
1− V1

V

(4)

W = NV −α

(5)

S =
V2

V
(6)

D =
V∑
i=1

Vi
i (i− 1)

N (N − 1)
(7)

where Vi is the number of words that have repeated
i times and α is a constant parameter with the value
of 0.17. For each Persian text in this paper, these
functions are calculated and a vector is composed by
these five features.
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n-Gram

The n-gram feature works well in texts with noisy
inputs. Since in this method, each character string
is decomposed into smaller pieces, any kind of errors
in the word would affect only a few pieces and other
pieces of that word would remain flawless.

To create an n-gram profile, first the input text is
read and then the following steps are taken:
• The text is divided into separate tokens. Num-

bers, control characters and punctuation marks
will be spared.

• All possible n-grams of n are generated.
• The n-grams are entered in a hash table and

the number of their occurrences in the text is
founded.

The largest number of n-gram occurrences will oc-
cur in uni-gram (n = 1) which indicates the alpha-
betic characters in the language. In this paper, the
n-gram feature is used due to its importance in the
above mentioned studies. In this study, a list of all 72
possible uni-grams in the Persian language is used
,ا} ,ب ,پ ,ت ,ث ,ج ,چ ,ح ,خ ,د ,ذ ,ر ,ز ,ژ ,س ,ش ,ص ,ض ,ط ,ظ

,ع ,غ ,ف ,ق ,ك ,گ ,ل ,م ,ن ,و ,ه ,ي آ ,بّ ,پّ ,تّ ,ثّ ,جّ ,چّ ,حّ ,خّ ,دّ
,ذّ ,رّ ,زّ ,ژّ ,سّ ,شّ ,صّ ,ضّ ,طّ ,ظّ ,عّ ,غّ ,فّ ,قّ ,كّ ,گّ ,لّ ,مّ ,نّ ,وّ ,هّ
,يّ ,اً ,ة ,ة ,ؤ ,أ ,ء ,ئ {اٌ

The number of possible bi-grams, tri-grams and
forth-grams is very large and obtaining the distribu-
tion of their occurrences in the texts would result
in features with too many dimensions and too many
small values close to zero. Thus, in this paper only the
bi-grams, tri-grams and forth-grams that the number
of their occurrences is more than 10% of the most rep-
etitious possible bi-grams, 5% of the most repetitious
possible tri-grams and 10 % of the most repetitious
possible forth-grams in the databases introduced in
Section 5.3 are used. These threshold values are cal-
culated considering measures such as the number of
authors and the length of the texts and by experi-
ence. The number of possible and selected bi-grams,
tri-grams and forth-grams are listed in Table 1.

Lexical Features

In order to benefit from the lexical information as
much as possible, the following lexical features are
used
• The average number of characters used in words
• The average number of characters used in sen-

tences
• The average number of words used in sentences
• The number of all short words equal or shorter

than 3 characters
• Distribution of Persian characters in the text

• Distribution of paragraphs in the text
• Distribution of words with the length of 1 to 30

in the text
• Distribution of English characters in the text
• Distribution of numeric characters in the text
• Distribution of half space character in the text

5.1.2 Syntactic Features

These features find the rules of sentence generation.
Features that are extracted from this structure in-
clude noun, adjective and adverbial phrases. In this
paper, a POS tagger (Part-Of-Speech tagger) is used
for extraction of the number of nouns, adjectives
and adverbial phrases. This POS tagger relates every
word to one of these tags.

POS Tagger for Persian Language

POS taggers are language related tools that recognize
and label words based on their role in the sentence.
Due to lack of a suitable software tool for automatic
identification of nouns, adjectives and adverbs in a
Persian text, such tool is designed to complete the
research.

According to Tabatabaee [55], the structure of
noun, adjective and adverbial phrases can be sim-
ple or complex. If the structure is a simple one,
there is no other way of identification than listing
all possible nouns, adjectives and adverbs and then
comparing the words with this list. However, if the
structure is complex, the structural methods men-
tioned By Tabatabaee [55] will be used. In this paper,
the method recommended by Sadeghi and Zandi-
Moghadam [56] for dividing the words is followed.
For instance, an adjective like ”زیبا“ (beautiful) has
a simple structure and it should be put in a list to
be identified; but a noun like ”کارگر“ (worker) has a
complex structure and it consists of ”کار“ and ”گر“
whereas ”کار“ is a noun and ”گر“ is a noun suffix.
Some of the composing structures of noun, adverb
and adjective are as follows:

Noun: (noun±گر) / (noun±بان) / (noun±کار) . . .
Adjective: (noun±s) / (noun±ناك) / (noun±وار) . . .
Adverb: (adjective±آنه) / (noun+بلا) . . .

There are some nouns, adverbs and adjectives that
are neither simple nor complex, so they cannot be cat-
egorized in these structures. A complete list of those
words based on Tabatabaee [55] is made and used as
well. For labeling, when come across a word, first the
lists of simple and irregular nouns, adverbs and adjec-
tives are searched for that word. If the word is found
in those lists, it is labeled accordingly. Otherwise, its
composing structure is studied. If it is consistent with
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Table 1. The number of possible applicable n-grams used in each database.

n-gram Number

Possible applicable features Selected features in
University database

Selected features in
Writers database

Uni-gram 72 72 72

Bi-gram 72× 72 = 5184 375 71

Tri-gram 72× 72× 72 = 373248 560 117

Forth-gram 72× 72× 72× 72 = 26873856 257 97

Total 27252360 1264 357

one of the known and collected structures for nouns,
adverbs and adjectives, then it will be labeled appro-
priately.

Function Words

In Persian language, a set of 922 words are introduced
by Davarpanah et al. [57] as the function words which
include the most repetitious pronouns, verbs, conjunc-
tions, prepositions and articles and they are used in
this paper. The number of occurrences of each type
of function words, ”است“ (is), ”من“ (me/I) and . . . in
each text is found and used as a feature.

Punctuation Characters

The number of punctuation characters in the text is
one of the syntactic features that can differentiate
people’s writing styles. In Persian language, the num-
ber of usage of punctuation marks, such as “?” and
“!”, by each author in each text is extracted and uti-
lized.

5.1.3 Semantic Features

The way authors use conjunctions can differentiate
the texts written by them. According to classification
of Persian conjunctive adjuncts and based on the the-
oretical framework of Hildi and Mason [37], the ad-
juncts are categorized in three groups. In this study,
based on this classification, the type of adjuncts in
each text was determined and the number of occur-
rences of each was calculated and the results were
used as semantic features. In any case, to have more
prepositions, each group was expanded by adding the
synonyms so that each preposition would fit in one of
the categories.

5.1.4 Application-Specific Features

Considering the type of texts in the available
databases, including books and articles, some of the
application-specific features used in this paper, were
the distribution of tab, enter, space and line feed
characters in the text.

5.1.5 Summary of Extracted Features

More than 1500 features introduced in Sections 3–5
along with the number of their occurrences collected
from the databases, are listed in Table 2 (Features
extracted from texts).

5.2 Pre-Processing of Information Collected
from Texts

Data pre-processing includes all conversions that are
done on the preliminary data and changing them to a
form simpler and more effective for the next processes
such as classification.

There are different tools and methods for data
pre-processing for classification such as normaliza-
tion, which converts data to a new one with suitable
changing of confine and distribution, and dimension
reduction, which is used for elimination of the repet-
itive, overflow or irreverent data [58, 59]. Features
with larger values have greater effect on the classifi-
cation cost function, although it does not necessarily
mean they are more important, so it is considered a
diverse effect. In this study the normalization and
correlation reduction methods introduced in the next
section, are used.

5.2.1 Normalization of Features’ Values

Normalization maps data to [−1, 1] confine through
a linear conversion. For this purpose, if µi is the es-
timation of the average of the ith feature and σi is
the variance estimation of that feature on n samples,
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Table 2. Features extracted from the texts.

Features Sub Features Number of
Used Features

Lexical

Lexical Richness 7

n-gram
Depends on
text’s length

and number of
authors

average length or words 1

average number of characters in sentences 1

average number of words in sentences 6

number of short words with 3 characters or less 3

distribution of alphabet characters in texts 72

distribution of Persian characters in texts 1

distribution of the number of paragraphs in texts 1

distribution of words with the length of 1 to 30 in texts 30

distribution of English characters in texts 1

distribution of numerical characters in texts 1

distribution of half space character in texts 1

Syntactic

distribution of occurrences of noun, adjective and adverbial
phrases

4

distribution of function words 922

distribution of punctuation characters 1

Semantic distribution of adjuncts in Persian 36

Application-Specific

distribution of tab character 1

distribution of enter character 1

distribution of space character 1

distribution of empty lines 1

then the ith feature is normalized [60] using

yij =
xij − µi

σi
(8)

where the mean of converted data in each dimension
(feature) is 0 and its variance is 1.

When normalizing the data, it should be taken into
consideration that the data extracted from the train-
ing texts (the classification design data) and the data
extracted from the test texts must be normalized
through the same method. Also, the normalization of
test data should be done with the mean and variance
resulted from the training data.

The dimension of the data must be reduced after
normalization. The reason for this dimension reduc-
tion can be considered as simplification of the next
analyses, performance improvement of the classifica-
tion methods functionalities based on better display
of features in feature space, elimination of repetitive
information or an attempt for detection of basic struc-
ture by obtaining the graphical display of the data.

5.2.2 Eliminating Highly Correlated Features

If one or more features have a high correlation with
another feature, they will be considered repetitive. A
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subset of features is considered suitable if they have a
low correlation. In this study, in order to reduce the
correlation and thus reducing the repetitive features,
the correlations were calculated and one of two fea-
tures that had a correlation equal or more than 95 %
with each other was eliminated.

5.3 Databases

Author identification is often used when the author
of an anonymous text is searched in a small set of
authors. For example, to identify the poet of a poem
that is supposed to belong to Hafez.

A suitable training and test sets for an author iden-
tification case shall be studied with regard to type and
subject so that the identity of the author is the only
or the most important dividing factor of the texts [61].
Ideally, all the texts of the training set shall be ex-
actly related to one subject; however there are very
few sets with this characteristic. Age, education and
nationality are other factors that should be closely
studied in preparation of ideal evaluation sets. This
would reduce the probability of selection of the style
of a wide group of people to the writing style of the
desired author. In addition, all the texts must be writ-
ten during the same period of time so that the prob-
ability of style changes is eliminated [62]. Due to the
lack of a standard database [61] for Persian writers
that can meet these requirements, a database from
Bu-Ali Sina University (University for abbreviation)
was constructed. To prepare the database, texts with
the exact length of 2009 words, (1500 words for train-
ing and 509 words for test,) were collected from 20
junior undergraduate engineering students from the
university on a specific subject.

Since the texts of the University database were in-
formal, (this would result in inaccuracy of many fea-
tures such as the distribution of function words,) and
also because these texts were short (this would reduce
the validity of some measuring features [63], another
database, called contemporary writers database, con-
sisted of texts from books and articles written by eight
recent Persian authors (Ali Ashraf Sadeghi, Moham-
mad Ali Forughi, Mojtaba Minovi, Abolhassan Na-
jafi, Mohammad Amin Riahi, Ahmad Samiee, Fathol-
lah Mojtabaee and Hussein Masumi Hamedani) on
subjects in literary field and literary text analysis
was constructed (Writers for abbreviation). For each
writer, two documents were collected, with at most
7750 words from which 5000 words were assigned to
training and the remaining for test.

According to the profile-based method, in this pa-
per, for each author 70 % of the texts are selected
for training and 30 % for test. In another evaluation,
using a sample-based method, each writer’s profile is

randomly divided into K sub-samples. To make each
sub-sample, that is a set of words, the value of K was
increased to such extent that the pieces of the text
which are used for training and testing are able to
demonstrate the stylistic features. The value of K can
be obtained by experience. From this number of sub-
samples, one is used for test and K − 1 sub-samples
are used to train the classification models. Then the
whole process is repeated K times, so that each one of
these K samples are used only once for the test. Then
the average of all outputs resulted from K tests is cal-
culated. This method is called K-fold cross validation.
In this study both methods are used for evaluation.

6 Evaluation and Comparison of Ma-
chine Learning Methods in Persian
Author Identification

In this section, the results of implementation of au-
thor identification system in Persian language are pre-
sented and in the end, the results are compared with
one another.

Table 3 indicates the precision of 5 classification
methods in identification of the author of an anony-
mous text on each database separately.

As mentioned before, University database would
not provide much precision due to the texts’ short
length and informality of the texts. This result can
be observed in all classification methods. As shown in
Table 3, KNN method, is displaying high precisions
on both databases. As expected and shown in Table 3,
the statistical method of Delta, which is specifically
developed for author identification applications, pro-
vides acceptable results. However since it uses only
function word feature which is a syntactic feature,
it generates less precision in comparison with KNN
which uses all features. Since Decision tree method
trims the branches in order to prevent heightening
and therefore eliminates features important in the de-
cision making process, it does not provide a suitable
precision in comparison with other methods, as indi-
cated in Table 3.

As presented in Table 3, the precision of Neural
Network method in text author identification is much
lower than others. This can be due to the small num-
ber of training texts for each writer and large fea-
ture dimension of samples which can result in a phe-
nomenon named Curse of Dimensionality. Thus, in
applications such as the present study, where the num-
ber and the length of the training texts are small and
the number of extracted features for each text is large,
using the neural network method as the classifying
method is not recommended. As it can be seen in Ta-
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Table 3. Comparison of Classification Methods on two Databases.

Database Method

KNN Delta Decision Tree Neural Network LDA

University 70 % 50 % 21.6 % 15 % 81.6 %

Writers 100 % 87 % 57.5 % 37.3 % 100 %

Table 4. Comparison of the average precision of classification methods versus features types on both databases.

Classification Methods Feature

Lexical and Characteristic Syntactic Semantic Application-Specific

KNN 80 % 66.5 % 49.5 % 49.5 %

Decision Tree 25 % 21.88 % 18.75 % 12.5 %

Neural Network 11 % 12.5 % 16 % 8.75 %

LDA 38.12 % 29.37 % 30 % 39.37 %

Average Precision 38.53 % 32.56 % 28.56 % 27.53 %

ble 3, LDA method which uses all kinds of features is
showing high precisions on both databases. The rea-
son can be the high linear coherency of the extracted
features of the texts. The studies conducted in this
paper suggest that this method generates better re-
sult comparing to other methods if only this kind of
features is eliminated from it.

The features in the root of decision tree which was
implemented on our databases included distribution
of adverbs in the texts which is a syntactic feature,
the average of character distribution in the sentences
and the number of desired bi-gram occurrences in the
texts that are the lexical features. The level one fea-
tures included the feature of distribution of adjective
phrases from syntactic features and distribution of
desired conjunctions in texts which is a semantic fea-
ture. The selected feature for the second level is also
distribution of the punctuation characters, which is a
syntactic feature. This concludes that the mentioned
features have the most separating ability among all
features and can be used as the important features in
author identification applications.

In order to study the effect and the role of different
types of features in author identification more closely,
in another implementation, the mean of precision of
all kinds of features in author identification in two
databases of Writers and University are calculated
and categorized based on the classification methods.
The results are shown in rows 3 to 5 of Table 4 (Com-
parison of the average precision of classification meth-
ods versus feature types on both databases). Delta

method that only uses function words is not addressed
in this table. The last row of the table presents the
mean of the precision of all four classification meth-
ods on all features. This table expresses that the set
of lexical features has the higher precision and greater
separating ability than the other sets. Table 3 also in-
dicates that the next features in the ranking belong to
the syntactic, semantic and application-specific fea-
tures respectively. The result of this comparison is
consistent with the result obtained from the decision
tree as well.

This is also noteworthy that it is possible that one
feature out of one “kind” of features has a better sep-
arating quality compared to the kind of feature that
it belongs to. Thus, the precision of separating qual-
ity of a type of feature being higher does not mean
every feature in that group would have a higher pre-
cision. Therefore, it is possible that a feature belong-
ing to the syntactic features group has a higher pre-
cision in author identification in comparison to other
features. The most discriminant features in the col-
lected databases in Persian language include the dis-
tribution of adverbs and adjectives in the texts, the
average of distribution of characters in sentences, the
number of desired bi-gram occurrences in the text,
distribution of conjunctions and distribution of punc-
tuation characters in the text.
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7 Discussion and Conclusion
In this study, in addition to design and implement-
ing a system for automatic Persian author identifi-
cation of an anonymous text, a comparison study is
conducted on machine learning methods for identifi-
cation of a Persian author using two databases.

In this research, five classification methods includ-
ing K-Nearest Neighbors (KNN), Delta, Linear Dis-
criminant Analysis, Decision Tree and Neural Net-
works are implemented and compared. The results
show that implementation of LDA method on the
databases, results in more precise results compared
to other methods.

The results of implementation of these methods
show that the shorter the training and test texts are,
the less accurate the author identification will be.
However, for short texts, the extracted features shall
be selected carefully in order to present the writing
style of the author [64]. Thus, texts from University
database do not generate acceptable precision due to
the texts’ short length and being informal.

As mentioned in Section 6, the most discriminant
features in the collected databases in Persian lan-
guage include the distribution of adverbs and adjec-
tives in the texts (the output of the software designed
for this paper to recognize nouns, adverbs and adjec-
tives in the text), the average of distribution of char-
acters in sentences, the number of desired bi-gram oc-
currences in the text, distribution of conjunctions and
distribution of punctuation characters in the text.

The success rate of the system designed in this
study on Persian literature is 90 % in average. Con-
sidering the fact that the current study is the first at-
tempt for presenting an automatic/machine learning
based method for identification of an anonymous Per-
sian author, the obtained precision seems to be quite
promising and encouraging.

Due to lack of accurate available processing tools
for Persian language, we encountered some problems
in the author identification and thus we designed and
implemented a number of these tools such as a POS
tagger. However, some other tools were not available
and so we were not able to use them. The usage of
those tools would definitely increase the precision of
the system.
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