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ABSTRACT

On-chip networks provide a scalable infrastructure for moving data among cores in many-core systems. In future technologies, significant amounts of dynamic energy are dissipated for data movement on on-chip links. This paper proposes Sig-NoC, a predictable approach via signature encoding and transition signaling to reduce switching activity on links. Also, we show that link energy dominates in future technologies. Sig-NoC makes the switching activity proportional to the number of 1s per data in the source by using transition signaling. We estimate the energy of each packet at the source of routing in NoC. Therefore, we reduce the number of 1s for high energy packets through signature coding in the source. Sig-NoC mechanism encodes the packets once at the source and decodes them at the destination only; therefore, it has virtually no impact on performance. Simulation results on NAS and Phoenix benchmark suits on 4X4 NoC indicate that Sig-NoC achieves an average of 28% reduction in the overall NoC energy.

1 Introduction

Multi-core and many-core systems are the main solutions for high-performance systems [1]. The cores are connected via an interconnection network to move data on the chip. A variety of networks on chip (NoC) such as wireless NoC, 3D NoC, and optical NoC have been employed to provide scalable communication in many-core systems [2, 3]. Technology projection indicates that data movement is a high portion of energy consumption in future many-core systems [4, 5]. Borkar et al. explains the energy consumption in moving data across links in NoC would be more than half the power budget of the processor in future technologies [6]. Hence, designing energy-efficient and high-performance NoCs is crucial to future many-core systems [7].

This paper examines an encoding mechanism to reduce the dynamic energy consumption of packets in NoCs used for a 16-core processor. We observed that the links used for interconnecting NoC routers contribute to significant amounts of energy consumption in modern many-core processors. Therefore, we present a signature-based encoding (Sig-NoC) along with transition signaling to reduce the dynamic link energy in the source. Due to the transition signaling, it is now possible to accurately estimate the amount of switching energy required for transferring each packet between every pair of source and destination nodes of the network.

2 Background and Motivation

On-chip networks consume energy due to static power in routers and links, as well as switching on the capac-
2.1 NoC Traffic in Many-Core Systems

In many-core systems, last level cache is usually shared and distributed among nodes. Main memory comprises off-chip DRAM, which is accessed through multiple DRAM controllers. All processor cores may read or write the shared physical memory through their private L1 cache. Therefore, a coherency protocol is necessary to keep the memory coherent. Directory-based coherence protocols are typically employed by many-core NoC systems. Multiple memory controllers, each of which tightly coupled to one DRAM controller, may be used in a large system to distribute the network traffic throughout the chip. Generally, two types of packets are transferred among the processor nodes and the directory controllers: data and message. Message packets are used to send a read request to the directory controllers or a status update for the local cache and directory records. The data packet is used to move cache blocks throughout the network. Each packet is composed of multiple floating units (flits), as shown in Figure 1. This paper models packets with 34-bit flits, which are classified as head, body, and tail. Two leftmost bits of each flit are dedicated to identify the flit type. All packets include a head and a tail flits; while, only the data packets include 16 body flits. Every flit is stored in an input buffer before being processed by the router. A virtual channel allocator is used to select a communication channel for every packet on the arrival of its head flit. A crossbar switch is then used to create a path from the buffers to an output port of the router for each flit. Communication links are then used to transfer the flit from one router to the next one. This process is continued until the flit arrives at a destination node.

2.2 Power Consumption in NoC

Dynamic power consumption \( P_{\text{dyn}} = \alpha CV^2f \) is a function of the load capacitance in wires and logic gates \( C \), supply voltage \( V \), clock frequency \( f \), and the switching activity \( \alpha \). The latter depends on the bit patterns transferred in the network, while all the other parameters are dictated by the underlying technology. Numerous architectural techniques have been proposed in the literature that lower the switching activity of the wires to reduce the data movement energy. Figure 2 shows the relative amounts of energy consumed by different flit types in a 4 \( \times 4 \) NoC that implements a directory-based distributed shared memory comprising 16 private L1s, one shared L2, and 4 DRAM channels. The majority of the NoC dynamic energy (75%) is consumed for storing and moving data flits, which is significantly larger than the energy portions consumed by the head and tail flits—i.e., averages of 13% and 12%, respectively.

2.3 Power Optimization Techniques

Cai et al. and Xiang et al. propose buffer-less routers to consume less energy in routing algorithms and multi-cast traffics. Recent work has proposed to exploit emerging new memory technologies in STT-RAM and drowsy SRAM, to reduce power consumption in network buffers. Muhammad et al. proposed to turn off idle virtual channels of the routers to reduce the overall dynamic power.

Data encoding has been widely adopted in both off-chip and on-chip communication to reduce power consumption by lowering the switching activity on wires. Bus invert coding was first proposed by Stan et al. to lower the dynamic power dissipation in data wires. The basic mechanism transfers either the true or complement of every data block that results in less switching activity, thereby reducing the peak dynamic power. Shen et al. propose a configurable NoC with four encoding approaches to provide reliability and power efficiency with minimal impacts on performance. Jafarzadeh et al. present an encoding scheme that reduces power dissipation in NoC links by lowering the coupling transition activities on wires. The work requires significant silicon overhead (15%) per router to achieve a 14% power reduction in real-world applications. During every packet transfer between a source and destination routers, data flits are repeatedly encoded and decoded based in the current state of the wires, which result in extra delay per link. In contrast, the proposed Sig-NoC mechanism en-
codes the packets once at the source and decode them at the destination only; therefore, it has virtually no impact on performance.
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**Figure 3.** Consumed Energy in Various NoC Components for the Body Flits.

History-based techniques have been explored to exploit similarities between the current and old data blocks to reduce bus activity. For example, frequent value (FV) encoding [16] maintains the frequently transferred values to eliminate the need for transferring the actual data multiple times. VALVE and TUBE improved FV by detecting variable length frequent values [17]. Despite the effectiveness of these techniques in single-hop communication between two on-chip or off-chip nodes, they are ill-suited to networks-on-chip and multi-hop communication where the state of wires may change every cycle. This is mainly due to the significant hardware overheads required at every router to track the history of all possible communication paths. Since data movement in large caches leads to a significant energy consumptions, several researchers proposed transition level signaling in modern computer systems [18–19]. Also, Several approaches are presented to reduce the crosstalk effects by various encoding approaches in physical and register transfer level [20–21].

## 3 Sig-NoC

Figure 5 shows a breakdown of the average dynamic energy consumed in the network at a CMOS 22nm technology node. The communication links, crossbar switch, and buffers consume 70%, 18%, and 10% of the NoC dynamic energy, respectively. Therefore, techniques for reducing the switching activity in the network can significantly decrease the dynamic energy. Sig-NoC adopts a signature-based encoding mechanism at the source of every packet transfer to reduce the switching energy in the communication links.

### 3.1 Transition Signaling for NoC Links

Switching energy is consumed due to charging/discharging capacitive wires during every voltage transition between 0 and 1. Therefore, the current state of each wire determines if transferring a data bit results in further switching energy consumption. Bus invert coding [13] relies on the Hamming distance (HD) between the current state of wires and data to reduce switchings: if HD is greater than a half of the bus width, the inverted data is transmitted; otherwise, the original data is sent.
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**Figure 4.** Encoder and Decoder for Transition Signaling.

As the wire state of all the links involved in a packet transfer within the network is not predictable at the source, data needs to be encoded and decoded on every link.

In contrast, transition signaling translates every 1 to a voltage transition between Vdd and Gnd on the wire, thereby making the switching energy predictable and proportional to the number of 1s per data. Figure 4 shows the necessary circuits used for transition signaling on every NoC link. Every link is equipped with an encoder and a decoder. Consider transferring a data bit \( s(t) \) that is modulated to \( b(t) \). The value of \( b(t) \) is computed as \( s(t) \oplus b(t - 1) \), which means the current value of the link is XORed with the data bit. On the other end, the decoder produces \( s(t) \) by XORing \( b(t) \) and \( b(t - 1) \).

### 3.2 Signature-based Encoding for Data Blocks

The main goal of signature-based data encoding in Sig-NoC to reduce the number of 1s in data packets. Since the head flits include the source and destination addresses, data encoding is not applied to the head flits; otherwise, extra decoding overheads would be necessary before every switching routing. In contrast, body and tail flits consist of the cache block address and can be encoded with the signature-based codes. Sig-NoC employs the reserved bits within the head flits to send the signature of each packet, including the body and tail flits. Unlike, the bus invert coding technique that requires additional wires per every communication link between the routers, the proposed encoding technique does not require any additional wires.

Figure 5 shows an illustrative example of the signature-based encoding on four data nibbles (1001, 0110, 1100, and 0111) to reduce the total number of transferred 1s. The transmitter employs four up-counters to compute a 4-bit signature for the data. Every counter is employed to find the majority of logical bits (i.e., 0 and 1) in a bit position of the data nibbles. Every bit of the signature is determined based on a counter value: if the content of the counter is
greater than 2, the signature bit is set to 1; otherwise, it is set to 0.
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**Figure 5.** Illustrative Example of Signature-Based Encoding on Four Data Nibbles.

The proposed Sig-NoC in this paper employs 8-bit signatures that are generated for a total of 68 bytes per data packet—i.e., 64 data and 4 address bytes. The signature is once generated at the source of a data packet transfer and XORed with the original data to produce the codewords. The 8-bit signature is then placed in the head flit and sent to the destination node. By XORing the signature and the codewords at the destination node, the original data bytes are recovered.

4 Evaluation

In this section, we describe the experimental setup and the evaluation of Sig-NoC.

4.1 Experimental Setup

To evaluate the effectiveness of the proposed Sig-NoC, we simulate a set of 12 parallel applications from the NAS [22] and Phoenix [23] benchmark suites. We use the ESESC [24] simulator to model a 16-core multicore system, which is heavily modified to model a directory-based distributed shared memory system using a 4 × 4 mesh network. Detailed area, delay, and energy consumption of various components in the NoC are accurately modeled in CACTI 6.5 [25]. The architectural parameters of the proposed NoC are shown in Table 1, which correspond to an MSI directory-based cache coherency protocol. The directories are distributed at the four corners of the NoC, each of which is responsible for a quarter of the main memory space.

On a read miss in the last level cache, a ReadShared packet, including two flits, is sent to the corresponding directory. At the directory controller, if the data is available in other nodes, a DirectoryRead or a DirectoryReadDemote packet will be sent to one core based on the status data: shared or modify, respectively. The core will then send a reply to the directory using a DirectoryReadReply or a DirectoryReadDemoteReply packet. Finally, the directory forwards that cache block to the requesting core via a DirectoryReply packet. If the requested data is not in any nodes, the directory reads it from the main memory and forwards it to the requesting core.

The same scenario is true for a write miss with the distinction that a ReadModified packet is sent to a directory node. If the status of that cache block is shared and it is on a chip, the directory sends a DirectoryInvalidate packet to the owner of data, and will receive the data via a DirectoryInvalidateReply packet. Finally, the directory sends a DirectoryReply containing the cache block to the requester.

Notice that a Promotion packet must be sent to the directory if a core wants to update (write in) a shared cache block. If the core is the only owner of data, a PromotionReply will be sent from the directory to the requesting core. If several cores have a copy of that data, a DirectoryInvalidate is first sent to all of the owners; then, after receiving acknowledgment packets, the directory sends a PromotionReply packet to the requesting core.

To evaluate the effect of the network level on Sig-NoC, we conduct some experiments on a 8 × 8 NoC. The simulation results in Figure 6 show the effectiveness of the Sig-NoC. The energy consumption of the NoC can be reduced by 28% compared with the base.

The area, delay, and power consumption for the Sig-NoC encoders and decoders are shown in Table 2 based on hardware synthesis at CMOS 22nm. Encoding and decoding are only done in source and destination nodes respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>16 out-of-order cores for 4 × 4 NoC and 64 out-of-order cores for 8 × 8 NoC</td>
</tr>
<tr>
<td>L1 Instruction Cache</td>
<td>32KB, 4-way, 64B blocks</td>
</tr>
<tr>
<td>L1 Data Cache</td>
<td>32KB, 4-way, 64B blocks</td>
</tr>
<tr>
<td>L2 Cache (shared)</td>
<td>16MB, MSI, 8-was, 64B blocks</td>
</tr>
<tr>
<td>Main Memory</td>
<td>tCAS:44, tRCD:44, tRP:44, tRAS:112, FCFS</td>
</tr>
</tbody>
</table>

4.2 Simulation Results

Bus invert coding takes a local approach for reducing the dynamic energy of flits per every link; whereas,
Figure 6. Normalized Per Flit Energy Consumption for the Baselines and Signature Coding Across All the Evaluated Applications In 8×8 NoC.

Figure 7. Per Flit Energy Consumption for the Baselines and Signature Coding Across All the Evaluated Applications In 4×4 NoC.

Table 2. Overheads of Sig-NoC Encoder and Decoders.

<table>
<thead>
<tr>
<th></th>
<th>Encoder</th>
<th>Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (µm²)</td>
<td>321</td>
<td>85.12</td>
</tr>
<tr>
<td>Delay (ns)</td>
<td>0.168</td>
<td>0.023</td>
</tr>
<tr>
<td>Power (mW)</td>
<td>0.93</td>
<td>0.81</td>
</tr>
</tbody>
</table>

The proposed Sig-NoC employs a globally optimized approach relying on transition signaling and accurate energy estimation for each packet. Therefore, it achieves superior energy savings at less encoding/decoding costs and no need for extra wires. Figure 7 shows energy consumption per flit for NAS [22] and Phoenix [23] benchmark suites. base, tran, binv, and sign present the binary encoding with level signaling, binary encoding with transition signaling, bus invert coding with level signaling, and the proposed signature encoding, respectively. We observe that sign, tran, and binv reduce the NoC energy consumption as compared with base by averages of 28%, 23%, and 8%, respectively. Moreover, we notice that the highest energy reduction up to 33% is for bt, which is mainly due to finding the best signatures per each block. The least energy reduction (up to 19%) by Sig-NoC is achieved for word-count that processes text data in the ASCII format with low Hamming weights. As the probability of 1s in input data decreases, the effectiveness of data encoding algorithms reduces.

To evaluate the effect of signature and bus invert encoding, various random data with different probabilities of 1s are generated. The switching energy for these coding techniques on a single 32-bit data link is shown in Figure 8. The Horizontal axis represents the switching probability of every data bit; the vertical axis shows the relative energy normalized to the conventional binary encoding. As the switching probability increases, the relative energy consumption reduces.

Figure 8. The Effect of Various Data Encoding Techniques on the Switching Energy as Switching Probability Increases.
5 Conclusions

In this paper, we present Sig-NoC to predict the energy consumption of each packet in source. Our main idea is to reduce the switching activity of data movement on links. Because link energy dominates in future technologies, we adopted signature-based encoding to reduce the number of 1s in NoC. We demonstrate the effectiveness of Sig-NoC by running NAS and Phoenix benchmark suites on 4×4 NoC and show that it can largely reduce dynamic energy consumption.
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