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\textbf{A B S T R A C T}

Teamwork and cooperative working are increasingly needed due to the growing complexity of scientific problems and highly specialized research projects. Although many studies have been conducted on the subject of team formation in social networks, the challenge of forming a team of experts at optimum cost while maintaining maximum skill fulfillment persists. The main objective in team formation problem is to assemble a team of experts to satisfy all of the technical skill requirements of a given project while minimizing the communication and personnel cost. Electing a good leader for the team leads to better organizing and management of the entire team and also helps to lower the communication cost. Therefore, in this study three algorithms are proposed to identify a team of experts and a leader. These algorithms select the best leader and a team with the minimum cost by pruning the communication graph, identifying the effective nodes and choosing candidates for leadership according to various criteria. Moreover, a new combinational cost function is defined based on the linear combination of the objectives to minimize the personnel and communication costs. The results of experiments on a DBLP data set reveals that these algorithms are faster and more effective compared to other algorithms. The obtained results are due to the omission of excessive nodes according to the skills of experts and the project’s requirements, along with choosing the leader based on appropriate criteria.
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1 Introduction

Social networks are widely used all around our lives. A social network is a structure consisted of social entities which are mainly persons or organizations and are connected to each other based on one or more dependencies or social ties \cite{1}. These networks might be used to connect people who are colleagues, classmates, friends, or families, and also the people who are forming a team to complete a project. Facebook, MySpace and Twitter are a few general examples, while LinkedIn and Xing are more specialized networks. The members which are connected via social networks generate a positive side effect; hence they can help each other in accomplishing the tasks associated with a project and increase the chance of success \cite{2}.

In recent years, teamwork has emerged as one of the key factors of efficiency and work satisfaction in workplace, and the performance of the teams has gained attention and importance. It is proven that the performance of an individual in a team is not only dependent on his/her own skills, but also on the relationship with other group members. All in all, this has led to more effort being directed toward optimizing the combination of teams. Teams are usually formed
from persons with different characters, behaviors and backgrounds who share their complimenting skills and information to accomplish a task or to fulfill a goal. Teams are formed when the expertise and skills of several people are required to obtain a specific goal. In fact, when more than a single person is needed to solve a problem, the communication and cooperation among experts plays a more important role.

Many of real projects usually require a set of skills provided by team members to be completed successfully. Team working, such that the team of experts possess this set of skills is inevitable toward this goal. The problem of forming a team is to find a team of experts who not only have the required skills, but also can cooperate effectively so that the associated communication and personnel cost is at minimum. Much effort has taken place to study team formation in social networks. However, the challenge of finding a team of experts which has the minimum communication cost while maintaining the required skills is still unresolved. Due to the popularity of social networks and the increasing number of their users, the processing time of existing algorithms in team formation area is prohibitively long.

In this study, three branch and bound algorithms named SkillSpread_TF, Density_TF and ComPersonCost_TF, are introduced to do the team formation based on the members’ skills through shrinking the communication graph. The proposed algorithms detect the best leader and the team with minimum cost by omission of excessive nodes and reduction of search space. To evaluate the proposed methods, some experiments are conducted on a real DBLP data set. The performances of proposed algorithms are compared to those of algorithms proposed by Kargar et al. [11,12] and Juang et al. [13]. The results reveal significantly faster and more efficient performance by proposed algorithms.

In this paper, a literature review is provided in Section 2 after the introduction. Section 3 shortly explains the modeling of team formation with a leader. The proposed methods to obtain the specified objectives are discussed in Section 4 and Section 5 summarizes the results of executing the proposed algorithms in comparison with prior studies. Lastly, Section 6 concludes and suggests some ideas for future work.

2 Related Work

The problem of team formation is one of the important challenges in all organizations. This importance has provoked a lot of research effort. Branch and Bound, Simulated Annealing and genetic algorithm are some instances of these efforts. However, none of them has considered the cooperation network among people. The problem of forming a team of experts in the social networks was first introduced by Lappas et al. [10]. Regardless of how the experts’ information and their cooperation network are extracted, several methods have been proposed for team formation based on the cooperation network of experts. It is the common element of all these solutions to consider team formation as an optimization problem, although various methods have been devised to solve this problem.

Team formation in social networks can be categorized by two distinct approaches; team formation with leader and team formation without leader. Lappas and his colleagues [10] proposed a new method to calculate the communication cost in social networks while forming a team without a leader. In this method, the communication cost is calculated by means of calculating the longest minimum path between each two nodes of the graph and edges of the minimum spanning tree. In addition, they proved that team formation is an NP-hard problem. Three approximate algorithms named Rarest First, CoverSteiner and EnhancedSteiner were proposed in the study.

Other researchers have worked on various versions of this problem and proposed several algorithms to solve the problem of team formation without a leader. Kargar and An [12] proposed a new function named sum of distances to calculate the communication cost of a team of experts in social networks. In this work, assembling a team of experts under a function which minimized the sum of distances proved to be an NP-hard problem. Hence, an approximate algorithm with an approximation ratio equal to two is provided to solve it.

In addition, Kargar et al. [11] inserted personnel cost into the social network graph as one of the success factors. In this study, each expert is assigned a weight which shows the cost of providing service by that expert. The objective is to find a team of experts which covers all of the required skills while minimizing the personnel and communication costs. In order to solve this problem, a new cost function was defined based on the linear combination of communication and personnel costs and then proved that it is an NP-hard problem. Moreover, an approximate algorithm with an approximation ratio equal to two is provided to find optimum solutions. The experiments conducted on two sets of DBLP and IMDB data asserted the effectiveness and scalability of the algorithms.

Zihayat et al. [9] took team formation problem as a multi objective optimization problem and inserted the level of expertise into the equation in addition
A two-step method is proposed to solve the problem in this study. In first step, an initial population of an approximate estimation of the effective backup teams is generated. In second step, a local search procedure is applied to each of the solutions in step one to discover more optimized solutions. Experimental results show a good performance by the proposed algorithms compared to others in terms of execution time and response quality.

Li et al. [10] extended the problem of team formation without a leader by linking each skill to a number of experts. In this study, two new methods were proposed by considering the effectiveness of the formed team and also the effectiveness of the team formation process. The methods were based on EnhancedSteiner algorithm originally introduced by Lappas et al. [10]. EnhancedSteiner algorithm was originally developed to tackle general tasks. In addition, the skill node is selected based on the adjacency structure of the skill nodes instead of randomly selecting them according to the original EnhancedSteiner algorithm. Eventually, a group based method is proposed to accomplish general tasks.

Rangapuram et al. [17] also considered the team formation in a real setting with a new formula named GDSP (Generalized Densest Subgraph Problem) based on the densest sub-graph. This formula models many pre-requisites of finding a team in a geographical concept or a social concept etc. The prerequisites include: (1) including of a group of given experts (2) meeting team cost limitations (3) finding the team location. The proposed formula leads to generate a generalized version of the densest subgraph with cardinality limitation problem which is an NP-hard problem and has many applications in analyzing social networks. In this paper, a new method is proposed to solve GDSP. Experimental results show that the proposed method is useful in a wider range of team formation problems and generates a more coherent and compressed team with a high quality.

The problem of forming a team of experts with a leader was introduced for the first time by Kargar and An [12] and they introduced a function named leadership-distance to measure the communication cost of a team of experts. In this work a precise polynomial algorithm is introduced to find a team of experts with a leader with the minimum leadership-distance. In this algorithm, each expert is introduced as a candidate for leadership and then the experts with the minimum distance are selected as members of that team. Eventually after evaluating all of the experts the best leader and team are determined.

Juang et al. [13] also worked on team formation with a leader who is responsible for coordination and project management. In this work, two effective algorithms are proposed to identify a team of experts with a leader. These algorithms reduce the search space aiming at accelerating the discovery of the best leader and team. They use the information regarding Betweenness Centrality of the experts and choose the best leadership candidate with the minimum leadership-distance by spreading the skills of each expert to the neighboring experts. Experimental results on a real set of DBLP data shows that the proposed algorithms are faster than previous algorithms introduced in [12].

Tavakoli and Fatemi [18] approached the coalition formation from a social communication graph pruning view point. Team formation problem is modeled as a multi-objective optimization problem. The main goal was minimizing the communication cost.

Dey et al. [19] used the network’s small-world characteristics to form a team of players meeting the best performance and the best belongingness properties. The players are the network nodes and their interactions form the edges. They defined a new quantitative measure for the personal performance measurement. This measure is used for selecting the team members from a pool of players. In other words, the quality of a player and his/her team belongingness is quantized based on social networking. The proposed approach is only applicable for the networks with small-world property.

A large part of the body of literature is made of the supervised team formation approaches. Flores-Parra et al. [20] proposed an unsupervised approach, based on the social network analysis. They compared the results of their unsupervised method with the results from the real world supervised ones, and reported the pros and cons of each.

Most of the existing team formation methods assume that the social members are fully cooperative and want to join the team for task accomplishment. Wang et al. [21] used the crowdsourcing idea in forming teams. They supposed that both the requester and the worker are selfish and they should negotiate to form the working team. Similarly, Tang [22] proposed a profit-driven team formation approach to maximize the overall profit of doing tasks by the team. He presented a perfect formalism for the problem and its variants, and used an approximation algorithm to solve the problem.

Despite many of the existing methods for working group formation, Huang at al. [23] paid attention to team organizational structure beside its ability in satisfying the skill requirements in task performance. They defined the grouped team formation problem.
and introduced the grouped organization structure inside team, where the cooperation between team members and leaders are considered specially.

The social science considers the team formation problem as an important issue. The research literature in social science can help to solve the problem in social networks. In one of the best researches Gompers et al. [23] studied the role of homophily in team formation using the real data of MBA students. Education, gender, working experience, and ethnicity are studied, and the results showed that all of these factors increase the probability of working as teammates. Due to the results, men tend more to work with teammates with similar level of education and working experience. In addition, ethnicity similarity can promote a weak team to an intermediate one, but has no impression on the efficiency of powerful teams. The ideas of this research and the similar social studies would be used to improve the solutions of team formation problem in special social networks.

3 A Model for Team Formation

In team formation problem with a leader [12, 18], a set of n experts \(X = x_1, x_2, \ldots, x_n\) and a set of m skills \(S = s_1, s_2, \ldots, s_m\) are assumed. Each expert is linked to a number of skills, hence, the set of skills \(x_i\) can be described by \(S(x_i) \subseteq S\). The expert \(x_i\) has the skill \(s_i\), if \(s_i\) is a member of the set of skills associated with \(x_i(i(s_i \in S(x_i))\). In addition, a subset of experts \(X' \subseteq X\) have skill \(s_j\), at least one of the experts in \(X'\) has skill \(s_j\) which can be shown by \(X(s_j) = \{x_i | s_j \in S(x_i)\}\). The project \(P\) requires a set of skills to be completed which are shown as \(P = (s_1, s_2, s_3) \subseteq S\). The skill \(s_i\) is required for project \(P\), if \(s_i \in P\). Project \(P\) can be completed by a subset of experts \(X'\), if for each required skill of the project there is an expert who possesses that skill \((s_j \in P) \land \exists x_i \in X', s_j \in S(x_i))\).

The experts in a social network are described by weighted directionless graph \(G(X, E)\). Each node of the graph represents an expert \(x \in X\), while \(E\) is a set of edges between nodes. If two experts \(x_i\) and \(x_j\) are collaborating with each other, edge \(e_{ij} \in E\) exists. Weight \(e_{ij}\) shows the communication cost between the two experts \(x_i\) and \(x_j\). If two experts collaborate frequently, the communication cost (weight of the edge) would be low for them. A low weight for the communication edge means that the two experts can easily connect to each other and interact. For instance, if two writers in a writer collaboration network share many publications, the weight on their associated communication edge would be low. The distance between two experts \(x_i\) and \(x_j\) is shown as \(D(x_i, x_j)\) which includes the sum of edge’s weights of the shortest path between the two experts \(x_i\) and \(x_j\). If the two experts are not connected i.e. there is no path between them, a very large value is assumed as their distance.

**Definition 1** (Leadership Distance). A project with required skills and a team of experts is given. Team \(T\) has one expert as its leader \(L \in X\). The leader of the team needs to have at least one of the required skills by the project to be considered one of the members. The leadership distance of team \(T\) with leader \(L\) is defined as the sum of the least distances between the leader and team members (each of the people with required skills of the project):

\[
L_{Dist} = \sum_{i=1}^{P} D(x_s, L)
\]

where, \(D(x_s, L)\) is the least distance between the leader and the expert with skill \(s_i\).

**Definition 2** (Personnel Cost of the Team). Graph \(G\) in which the nodes represent experts is given. Each of the experts is linked to a set of skills. For each of the skills linked to the experts the weight representing the cost of service for that skill is assigned which is shown by \(PC(x_s)\). In literature [5][11], each of the experts is assigned a weight which shows the service cost. It is the cost that he/she receives to complete the project. In other words, the service cost of all skills of each expert is assumed equal. In real life, the cost of each skill is different. This study assigns a different cost for each skill of the experts. Given a project with required skills and a team of experts to complete the project, the personnel cost is defined as below:

\[
P_{Cost}(T) = \sum_{i=1}^{P} PC(x_s_i)
\]

In which \(PC(x_s_i)\) stands for the personnel cost of expert \(x\) for skill \(s_i\) and \(p\) denotes for the number of required skills of project.

Due to the fact that each expert might undertake more than one skill in the project, the payment to each expert \(x\) is \(\sum_{i=1}^{k} PC(x_s_i)\), in which \(k\) stands for the number of skills of expert in the project.

The main objective of this study is to minimize the communication and personnel costs at the same time. This is a bi-objective optimization problem. One of the common solutions for bi-objective optimization problems is converting the problem into single objective problem by combining two objective functions in a single function [11]. Therefore, a combinational cost function is defined in this research to combine communication and personnel costs.

**Definition 3** (The Team Formation Problem). Assuming a project \(P\) with some required skills, graph \(G\)
of social network that includes a set of experts $X$, and the trade-off parameter $\lambda$ between communication and personnel costs, the team formation problem consists of finding a team of experts from graph $G$ for project $P$ such that all of the required skills of the project are covered by the members, such that the defined combinational cost is at the minimum. The combinational cost is defined as follows.

Given a team of experts from graph $G$ for a project and considering the trade-off between communication and personnel costs, the combinational cost of the team can be defined as below:

$$
Combined\_Cost(T) = (1 - \lambda) \times P\_Cost(T) + \lambda \times CC\_LD(T)
$$

Parameter $\lambda (0 \leq \lambda \leq 1)$ annotates the trade-off between communication and personnel cost of the team which is taken from the user.

Since the values of $CC\_LD(T)$ and $P\_Cost(T)$ might be in different scales, they have to be normalized such that both of them fall into the same span before being used in the formula. $P\_Cost(T)$ includes the service providing cost of $p$ experts and $CC\_LD(T)$ stands for the communication cost of $p$ experts (including sum of the minimum distances from the leader to other experts possessing required skills of the project). Since both costs have a similar scale, there is no need for normalization of costs to be used in the formula.

**Assumption 1.** In this study, we assume that each required skill of the project $P$ only needs one expert to be completed and each expert may be assigned three skills in the project at maximum. On the other hand, the leadership cost is assumed similar for all of experts and so it is not considered in personnel cost calculations. In other words, if the leader of the team does not have any of the required skills of the project, there will be no extra cost added to personnel cost of the team. Furthermore, service cost is assumed different for each skill of experts. Parameter $\lambda$ shows the trade-off between communication and personnel cost and is received as an input from the decision maker.

## 4 Proposed Methods to Minimize the Team Cost

In this study, some branch and bound algorithms are proposed named SkillSpread\_TF and Density\_TF in order to minimize the communication cost. In addition, ComPersCost\_TF algorithm is proposed to minimize the communication and personnel cost of the team by solving a multi-objective optimization problem.

The social networks’ communication graph is very large, and most of the prior related works traverse the entire state space. In this traversal, a large number of visited nodes has no role in formation of the team while imposes longer processing time for the algorithms. The main objective pursued by the proposed algorithm is to make the size of communication graph smaller, which results in decreasing the state space. All in all, a faster process of finding the best leader and team will be executed.

### 4.1 SkillSpread\_TF Algorithm

In this method, given a project with defined required skills, at first step, the shortest path between experts which have at least one of the required skills to other experts is calculated. This is done by Dijkstra algorithm. The Dijkstra algorithm is one of the graph traversal methods which solves the shortest path for positive-weighted. Eventually, this algorithm generates the shortest path tree and provides the shortest path from the origin to all of the nodes of the graph. Algorithm 1 shows the SkillSpread\_TF.

Choosing experts which have at least one of the required skills, leads to pruning the people who do not have the required skills at no cost. Sometimes there are experts without any of the required skills, who might be chosen as the leader of the team due to being located in a proper location of communication graph, which can result in a lower final team cost. Hence, while searching for the shortest path between nodes, the Betweenness Centrality of the experts on the traversed paths is also calculated (lines 2-6). In fact, the Betweenness Centrality is utilized as a criterion to identify experts who do not have the required skills of the project but are prone to be chosen as the leadership candidates.

**Definition 4 (Betweenness Centrality).** Given the graph $G(X,E)$, the Betweenness Centrality of each expert $x \in X$ is shown by $BC(x)$ and is defined as below:

$$
BS(x_i) = \sum_{i=1}^{p} \frac{\alpha_{st}(x_i)}{\alpha_{st}}, i \neq s \text{ and } i \neq t
$$

In this equation, $\alpha_{st}$ is the total number of paths between two experts $x_s$ and $x_t$, while $\alpha_{st}(x_i)$ stands for the total number of paths crossing through expert $x_i$.

Betweenness centrality is the number of times a node is located between other nodes in a shortest path. In other words, when an expert is located in a short path between other experts, his/her betweenness centrality increases. An expert with a high BC is located in many short paths and has a shorter distance from other nodes compared to an expert with a lower BC. This expert with a high BC has a shorter leadership
Algorithm 1 SkillSpread_TF Algorithm for Team Formation

**INPUT:** Social Network: G(X,E), A Project P = s₁, s₂, . . . , sₚ  
**OUTPUT:** bestTeam, bestLeader, bestLeaderDistance  
1: Initialize betweenness centrality (BC) of all experts to 0  
2: Set X to Experts(X) have skills of project and set all x = ø  
3: for each expert x ∈ X do  
4:  Add x to all x  
5:  run Dijkstra algorithm, and compute all-pair shortest distances Dist(x, t) ∀ x ∈ X, t ∈ X  
6:  and BC of nodes on the path from x to t and compute Diameter and Radius of G  
7: end for  
8: compute BC Threshold = \( \frac{\text{MaxBC} + \text{MinBC}}{2} \)  
9: select x ∈ X with the BC(x) > BC Threshold and Add x to x bc  
10: for each expert x ∈ x bc and x ∈ ¬ X do  
11:  Add x to all x  
12:  run Dijkstra algorithm, and compute all-pair shortest distances Dist(x, t) ∀ x ∈ X, t ∈ X  
13:  and Diameter and Radius of G  
14: end for  
15: for si, set the skill distance SD(si) = \( \frac{(\text{Diameter} + \text{Radius})}{2 \cdot |X|} \)  
16: for each x ∈ X do  
17:  for each s ∈ S(x) where s ∈ S(P) do  
18:    spread skill to neighbor, and Add skill to RS(neighbor)  
19:  end for  
20: end for  
21:  for x ∈ RS in the descending order of the size of the received skill(RS) set do  
22:    compute lower bound Lower_SD for x with respect to project P  
23:    if (leaderDistance > bestLeaderDistance then  
24:      x cannot be the best leader, skip x  
25:  end if  
26: for each skill s ∈ P ∩ RS(x) first, then s ∈ P ∩ ¬RS(x) do  
27:    select expert v with the smallest distance to x  
28:    leaderDistance = leaderDistance + dist(x, v), and Add v to team  
29:    if (leaderDistance ≥ bestLeaderDistance then  
30:      x cannot be the best leader, skip x  
31:  end if  
32: end for  
33: bestLeader = leader, bestLeaderDistance = leaderDistance, and bestTeam = team  
34: end for  
35: return bestTeam, bestLeader, bestLeaderDistance

distance from other experts and is a good candidate for leadership.

In the next step, the shortest path from the experts with a BC value of equal or higher than the threshold to other experts is calculated (lines 7-12). If an expert has a BC value lower than the threshold, he/she will be totally pruned and ignored in next steps.

**Definition 5** (Betweenness Centrality threshold value: ). *Given the calculated Betweenness Centrality of the experts in previous steps, the threshold is defined as below:*

\[
BC_{\text{Threshold}} = \frac{\text{MaxBC} + \text{MinBC}}{2} \tag{5}
\]

In this definition, MaxBC is the highest and MinBC is the lowest BC among experts.

Moreover, the radius and diameter of the graph is calculated while searching for the shortest path between experts (lines 5 and 11).

As stated earlier, the distance of two nodes is the
shortest path between them. If the largest distance of node i from other nodes of the graph is called “eccentricity”, the largest eccentricity of the graph nodes is the diameter and the smallest one is radius of the graph.

After completion of previous steps, the skill distance is calculated for all of the required skills of the project (line 13). Skill distance is used as a criterion of experts’ skillspread.

**Definition 6 (Skill distance; SD).** The skill distance is calculated by the radius and diameter values obtained in previous steps as below [13]:

\[
SD(s_i) = \frac{Diameter + Radius/2}{|X(s_i)|} \tag{6}
\]

In this equation \(|x(s_j)|\) is the total number of experts who have skill \(sj\).

Upon calculation of the skill distance, the skills of experts who possess at least one of the required skills, is spread in the relevant skill distance. It’s noteworthy that only the skills which are among the required skills of the project are spread. Furthermore, only those experts will receive the skill who already have at least one of the required skills or their BC is higher than the threshold value. Each expert will store the received skills including those spread by the neighboring experts (lines 14-20).

After fully spreading the skills, the team formation process starts. Juang et al. [13] and Kargar and An [12] consider all of the experts as leadership candidates in team formation process. In the end, the best team will be chosen based on required skills of the project. In this study, in order to decrease the search space, only those experts are considered as leadership candidates who have at least one of the required skills of the project or receive it from their neighboring experts.

After complete spread of skills, the experts are sorted based on their received skills in a decreasing order (line 22). Afterwards, the Lower_SD is calculated for each of the experts by taking the set of skills required by project and also the set of skills received by experts (line 23). Lower_SD is formed by sum of distances which exist in the set of required skills of a given project but are not included in the received skills and also skill sets of each expert. Upper bound of the leadership distance can be calculated for each expert by using Lower_SD. Doing so allows for pruning some experts without choosing a team for them which results in lowering the total calculation cost.

After sorting, each of the experts is chosen sequentially as the leadership candidate and their respective Lower_SD is compared to the best leadership distance which is set to infinity by default. If the Lower_SD turns out to be greater than the best leadership distance, then team formation for that candidate is waived (lines 25-27). In other words, the selected expert cannot be considered as a possible leader due to the high value of leadership distance. If the Lower_SD is lower than the best leadership distance, the team formation process starts. For each of the required skills of the project, experts with the shortest distance to the leader are chosen as team members. While choosing team members for the project, the experts with required skills of the project that are in the list of received skills for leadership candidacy are chosen as team members at first. Otherwise, experts with the minimum cost to the leader are chosen and team members are added consequently (lines 28-34).

Upon completion of the team members based on the required skills of the project, if the leadership distance (including sum of the leadership distances to each member of the team) is greater than the best leadership distance, team formation for the selected leadership candidate ends (lines 31-33). In case the team formation process for the leadership candidate ends, the chosen candidate, the relevant team and the leadership distance will be considered as the best cases of their parameters (line 35). This procedure is repeated for all of experts until the best leader, team and leadership distance is determined (line 37).

Take Figure 1 as an example. Each node represents an expert, the letters next to them represent the skill set of each expert and the weight on the edges shows the communication cost between the two experts. Assuming the project requires skills \((d,s,w)\), the minimum path trees for experts with at least one of the required skills of the project are generated (experts A, B, D, F, G) and BCs of the experts located on the short paths between them are calculated. In this example the BC of experts is equal to \((A,0), (B,8), (C,0), (D,12), (E,0), (F,8), (G,0)\) values. The experts with higher BC are located on more short paths and hence have a better chance of maintaining a lower communication cost to form the team. Therefore, the short path of experts whose BC is greater than the BC_Threshold are also calculated. The threshold value is calculated to identify the important nodes. In this example the corresponding value of the threshold is 6 \(((0+12)/2=6)\). Since the Betweenness centrality of experts C & E is lower than the threshold value, they are pruned. Moreover, the diameter and radius of the graph is calculated while calculating the short paths between experts. The diameter and radius in this example are 2.267 and 1.167 respectively.

In next step, the skill distance is calculated per all of the required skills of the project \((d,s,w)\) by using
the obtained diameter and radius of previous steps which are 0.8585, 0.5723 and 0.8585 respectively. The experts who possess at least one of the required skills of the project will spread their skills to their neighboring experts within the pertaining skill distance in next steps. For instance, expert A will spread skills d and s only to expert B who has a distance lower than 0.8585 and 0.5723. Final result of skill spread is shown in Figure 2.

In this example, experts C and E were pruned in previous step and did not receive any skill from their neighbors due to not possessing any of the required skills of the project and also their lower BC value than the threshold.

After spreading skills, the experts are sorted in descending order based on the number of their received skills (D, A, B, F, G) and the Lower SD of them is calculated based on the required skills of the project. For instance, the Lower SD values for the sorted experts are 0.8585, 0.8585, 0.8585, 0.8585 respectively. Afterwards, each expert is chosen as a leadership candidate and the experts with the shortest distance with respect to the required skills of the project are chosen as team members. Eventually the best leader and team will be chosen. In this example, expert D is selected as the leader and experts (B, D, F) are the final team members with a leadership distance of 1.267.

4.2 Density_TF Algorithm

This method is similar to SkillSpread_TF with some differences in the leader election process. In this method the leader is chosen by applying the density criterion to select leadership candidates which will be explained shortly in the following.

Algorithm 2 shows the Density_TF in pseudo-code form. In this method while searching for the short paths from experts with at least one of the required skills to others, the density of experts who are located on these paths is also calculated (lines 1-6). In fact the density is used as a criterion to identify effective nodes that may minimize the leadership distance if chosen as leadership candidates. In addition, at the team formation step the density is used to sort experts and selecting them as leadership candidates. Therefore, the density values of experts who possess at least one of the required skills of the project are calculated.

Definition 7 (Density: ). Given the communication graph $G(X,E)$, the density of each expert $x \in X$ is shown by $\text{Density}(x_i)$ and is defined as below [26]:

$$\text{Density}(x_i) = \frac{\text{assoc}(x_i)}{\text{assoc}(G)}$$ \hspace{1cm} (7)

In this equation, $\text{assoc}(x_i)$ shows the total number of connections for each expert and $\text{assoc}(G)$ represents the total connections of the graph $G$.

After completing the previous step, the shortest paths from experts whose density is equal or greater than the threshold value to other experts are calculated (lines 8-12). If an expert has a density value lower than the threshold, he/she will be totally pruned and ignored in following steps.

Definition 8 (Density threshold value: ). Given the calculated density of the experts in previous steps, in this study the threshold is defined as below:

$$\text{Density}_{\text{Threshold}} = \frac{\text{MaxDensity} + \text{MinDensity}}{2}$$ \hspace{1cm} (8)

$\text{MaxDensity}$ and $\text{MinDensity}$ stand for maximum and minimum density of experts calculated in previous steps respectively.

The team formation process starts at this step. In this process, the experts who have at least one of the project required skills or maintain a density lower than the threshold are sorted in descending order with respect to their density values. Afterwards, each expert is chosen as a candidate for leadership and the team formation process is executed according to the first proposed method. This procedure is repeated for all of the experts until the best leader, team and leadership distance is determined (lines 16-32).
Algorithm 2 Density_TF Algorithm for Team Formation

INPUT: Social Network: G(X,E), A Project P = s₁, s₂, . . . , sₚ
OUTPUT: bestTeam, bestLeader, bestLeaderDistance
1: Set Ŝ to Experts(X) have skills of project and set all x = ø
2: for each expert x ∈ Ŝ do
3: Add x to all x
4: compute Density(x) = \frac{assoc(x)}{assoc(G)}
5: run Dijkstra algorithm, and compute all-pair shortest distances Dist(x,t) ∀ x ∈ Ŝ, t ∈ X
6: and Density of nodes on the path from x to t
7: end for
8: compute Density_Threshold = \frac{MaxDensity + MinDensity}{2}
9: select x ∈ X with the Density(x) > Density_Threshold and Add x to x_den
10: for each expert x ∈ x_den and x ∈ ¬X do
11: Add x to all x
12: run Dijkstra algorithm, and compute all-pair shortest distances Dist(x,t) ∀ x ∈ Ŝ, t ∈ X
13: end for
14: bestLeaderDistance = ∞
15: bestTeam = ø
16: bestLeader = ø
17: for each expert x ∈ all x in the descending order of the size of Density do
18: leader = x
19: leaderDistance = 0
20: team = ø
21: for each skill s ∈ P do
22: select expert v with the smallest distance to x
23: leaderDistance = leaderDistance + dist(x, v)
24: add v to team
25: if (leaderDistance ≥ bestLeaderDistance then
26: x cannot be the best leader, skip x
27: end if
28: end for
29: bestLeader = leader
30: bestLeaderDistance = leaderDistance
31: bestTeam = team
32: end for
33: return bestTeam, bestLeader, bestLeaderDistance

4.3 ComPersCost_TF Algorithm

The pseudo-code of ComPersCost_TF algorithm is shown in Algorithm 3. In this method, after defining a project with its required skills and also the tradeoff parameter λ between the communication and personnel costs, the shortest path from experts with at least one of the required skills of the project to others will be calculated (lines 2-6). Choosing experts which have at least one of the project required skills, leads to cost-free pruning the people who do not have the required skills. Similar to the first method, betweenness centrality criterion (definition 4) is used in this process as well. In the next step, the shortest path from the experts with a BC value of equal or higher than the threshold (definition 5) to other experts is calculated (lines 7-12). If an expert has a BC value lower than the threshold, he/she will be totally pruned and ignored in following steps.

Following on, the skills of experts with at least one of the required skills of the project are spread to all other experts having the same condition or a BC value lower than threshold. Only those skills are spread which are included in the list of required skills of the project. Moreover, the combinational cost is also calculated during spreading of the skills. If the neighboring expert already has a skill or receives it from another expert, the repeated skill is replaced by an existing one only if has a lower combinational cost. Again, if both of combinational costs are equal, the skill with lower cost will be selected (lines 13-26).

While spreading the skills, each expert stores the set of received skills and the associated combinational cost function with their respective communication and personnel costs. After completion of spreading the
Algorithm 3 ComPersCostTF Algorithm for Team Formation

**INPUT:** Social Network: G(X,E), A Project P = s₁, s₂, . . . , sₚ, trade-off λ between Communication and Personnel Cost

**OUTPUT:** best Team, Leader, LeaderDistance, PersonnelCost, CombinedCost

1: Initialize betweenness centrality (BC) of all experts to 0
2: Set X to Experts(X) have skills of project and set all x = ∅
3: for each expert x ∈ X do
4: Add x to all x
5: run Dijkstra algorithm, and compute all-pair shortest distances Dist(x,t) ∀ x ∈ X, t ∈ X
6: and BC of nodes on the path from x to t
7: end for
8: compute BC_Treshold = \(\frac{MaxBC+MinBC}{2}\)
9: select x ∈ X with the BC(x) > BC_Treshold and Add x to x_bc
10: for each expert x ∈ x_bc and x ∈ ¬X do
11: Add x to all x
12: run Dijkstra algorithm, and compute all-pair shortest distances Dist(x,t) ∀ x ∈ X, t ∈ X
13: end for
14: for each expert x ∈ X do
15: for each s ∈ S(x_i) where s ∈ S(P) do
16: for each neighbor of x neighbor ∈ all x do
17: if (s ∈ ¬S(neighbor) or Combined_Cost(s) < Combined_Cost(s ∈ S(neighbor))) then
18: Spread skill to neighbor with Cost
19: Add skill to RS(neighbor) with Cost
20: else
21: if (s ∈ S(neighbor) and Combined_Cost(s) = Combined_Cost(s ∈ S(neighbor)) then
22: respect to λ, PC(xs) and L_Dist(x) Spread skill to neighbor or Skip
23: end if
24: end if
25: end for
26: end for
27: select first expert x ∈ RS in the ascending order of the sum of the Combined_Cost and set to
28: bestLeader = x, bestTeam = team(x)
29: bestLeaderDistance = L_Dist(x)
30: bestPersonnelCost = P_Cost(x)
31: bestCombinedCost = Combined_Cost(x)
32: end for
33: return bestTeam, bestLeader, bestLeaderDistance, bestPersonnelCost, bestCombinedCost

skills, experts have received all of the required skills of the project and their associated costs from their neighbors.

After completion of skill spreading, all of the experts who received skills from their neighbors in previous steps are sorted based on sum of the combinational cost of all of their skills in descending order. After sorting experts, the first one with the least cost is chosen as the leader and then experts who are in his/her list of received skills are chosen as the final team members. In other words, the experts with the lowest cost in comparison to the leader who have received skills from him/her in the spreading step and are stored in the corresponding list of received skills are chosen as team members.

5 Evaluation

In this section, the proposed algorithms are evaluated according the performance. All of the proposed algorithms and the ones that were taken into account to make comparisons were implemented in C# language. The experiments in this section were conducted by a quad core 2.8 GHz processor with 16 GB of RAM and Windows 10 operating system. Each experiment was run several times and the average of results was reported.

5.1 The Datasets

Due to lack of a single standard data set, in this study a DBLP data set was extracted to evaluate the performance of proposed methods. In this data set, each of the writers who have published at least
one paper are assumed as experts. If more than one writer was involved in publishing the paper, an edge would be assumed between them and a default value is assumed as the weight on that edge to show the communication cost between them. If two experts have multiple collaborative projects, the communication cost between them is decreased and for each time of collaboration between them, one unit is deducted from the weight of their communication edge.

After extracting the experts’ names and creating the communication edges between them (according to the collaboration of experts in publishing papers), each of the experts is assigned a set of skills (between one to ten), chosen from more than 100 existing skills in the network. As mentioned earlier, on the contrary to previous works, in this study each skill of the expert is assigned a distinct cost. As a result, a random number between 50 and 200 was assigned to each skill of the experts as the service cost of that specific skill.

The generated graph from DBLP data set included 5003 experts, 23957 edges and 37331 skills.

5.2 Evaluation Criteria

In order to evaluate the performance of proposed algorithms, these criteria were considered:

- Execution time of the algorithm: the total execution time of the team formation process which included the routing time among experts to find the shortest path.
- Communication cost
- Personnel cost
- Pruning rate of experts: If there are a total of n experts and np stands for the number of them who are pruned, the pruning rate can be defined as np/n. The pruning rate of the experts is evaluated at two points; one before starting the team formation process and the other while the process is ongoing.

5.3 Evaluation and Analysis of Performance for SkillSpread_TF and Density_TF Methods

In order to show the performance improvement in proposed methods (Density_TF and SkillSpread_TF) these methods were compared to the algorithms proposed by Kargar et al. [12] and Juang et al. [13] named BCPruning and SSPruning.

Since Density_TF and SkillSpread_TF algorithms and the other algorithms in this comparison, all use the leadership distance function and eventually detect the best leader based on the minimum communication cost, the communication cost and team cardinality are assumed equal for all algorithms. Therefore, the comparison of these two criteria is waived in this section.

First scenario: The impact of the number of required skills of the project

In this scenario the effect of the number of required skills of the project is studied. The number of required skills of the project is increased from 4 to 10 with increments of 2. In these experiments the number of experts is assumed constant at 1500 people.

Figure 3 shows that the execution time of all algorithms gets longer by increasing the number of required skills of the project. This observation is justifiable by noting that increasing the number of skills, translates into a longer time consumption to form a team for each leadership candidate.

SkillSpread_TF and Density_TF algorithms are more effective in reducing the execution time when the number of required skills of the project grows due to pruning the experts. The underlying reason for this improvement is pruning experts which results in reducing the search space and consequently a lower calculation cost. As shown in Figure 3 the Density_TF and SkillSpread_TF algorithms have almost similar time consumption for projects with a low number of required skills. However, at high numbers of required skills, the Density_TF takes less execution time than SkillSpread_TF due to lower calculation complexity.

As discussed earlier, the underlying reason of improved performance of Density_TF and SkillSpread_TF algorithms is pruning the communication graph and omission of some experts in the routing step and also the method of choosing the initial leader in team formation which all in all results in a higher speed of team formation in comparison to other algorithms.

In skill spreading step, as opposed to SSPruning algorithm in which all of the expert’s skills are spread to all of neighbors who have a lower distance from the associated distance of those skills, the SkillSpread_TF only spreads the skills which are in the set of required skills of the project. Moreover, only the experts who have at least one of required skills of the project in addition to maintaining a lower distance than the associated skill distance or those whose BC is lower than the threshold are prone to receive the skills. This reduces the calculation cost compared to the SSPruning algorithm.

The SkillSpread_TF algorithm calculates the lower bound of the leadership distance for each expert by taking the required skills of the project into account and ignores some of the experts for leadership candi-
Figure 3. The Impact of Number of Required Skills on Execution Time for Single Objective Algorithms

dacy. On the other hand, by sorting experts based on the number of their received skills in SkillSpread_TF algorithm, and sorting them based on density in Density_TF there is a good chance that individuals with lower leadership distance are chosen as leadership candidates. As a result, most of the leadership candidates are pruned while comparing possible team member’s leadership distance with the best leadership distance and the process terminates for them.

On the contrary, Kargar algorithm considers all of the experts as leadership candidates and then selects a team for them by picking the experts with the lowest leadership distance values. In the end, after evaluating all of experts and forming teams for them the best leader and team are selected. This process has significant calculation cost and takes a long execution time.

The SSPruning algorithm is capable of omitting some of the experts at no calculation cost for team member selection by calculating the lower bound for leadership distance. Moreover, the sorting of experts is based on the number of received skills in skill spreading step which in combination with selecting the leadership candidates in a descending order facilitate ignoring some of the experts by comparing their leadership distance to the best leadership distance. Therefore the execution time is improved compared to Kargar’s algorithm.

The BCPruning algorithm also sorts the experts based on their betweenness centrality in a descending order and chooses each one as the leadership candidate. The experts are pruned by comparing their leadership distance to the best distance at team member selection stage which results in a lower execution time than Kargar and SSPruning.

Second Scenario: The impact of number of experts

In this scenario, the impact of the number of experts on the performance of algorithms is analyzed. In these experiments the number of required skills of the project is assumed constant at ten. As illustrated in Figure 4 the execution time of the algorithms increases by adding experts. The reason lies in the fact that this increase leads to a greater number of leadership candidates and also the number of people who possess those specific skills. SkillSpread_TF and Density_TF express a more optimized response by increasing the number of experts. The experimental results show that the execution times of the proposed algorithms are significantly improved compared to other algorithms and they prove to be more efficient.

Third scenario: Analyzing the pruning rate of experts

In this study, the pruning rate is analyzed in two steps. The first step is before starting the team formation (step1) in which experts are pruned at no extra calculation cost with respect to pruning at team formation step. The second step refers to pruning at the time of team formation (step2).

The experimental results are shown in Figure 5. In these experiments the number of experts is assumed constant at 750 while there are 10 required skills for the project.

BCPruning and SSPruning algorithms are capable of pruning 97% of experts at team formation step which results in a shorter execution time compared to Kargar algorithm. However, the execution time of SkillSpread_TF and Density_TF algorithms due to pruning 57% of experts before team formation process even starts, and also pruning 40% of them while choosing the team members, is significantly lower than other methods.
5.4 Performance Analysis and Comparison of the Three Proposed Methods

In this section, the proposed algorithms are compared to each other to demonstrate their improvement trends.

First scenario: The impact of the number of required skills of the project

In this scenario the effect of the number of required skills of the project is studied. The number of required skills of the project is increased from 4 to 10 with increments of 2. In these experiments the number of experts is assumed constant at 1500 people.

The experimental results are shown in Figure 6. As shown in this figure, the execution time of ComPersCost_TF algorithm is faster and more efficient compared to other methods.

The underlying reason of this improvement is that the associated cost is spread simultaneously with skills of the experts. Hence, on the contrary to SkillSpread_TF and Density_TF algorithms, in which all of the experts who possess at least one of the required skills of the project or maintain a BC or density higher than the threshold values are considered as leadership candidates, this algorithm takes the first leadership candidate with the lowest combinational cost as the best leader just after completion of skill spreading. In fact, pruning experts before team formation process results in lower calculation cost and execution time for the algorithm.

Second Scenario: The impact of number of experts

In this scenario, the impact of number of experts on the performance of different algorithms is studied. In these experiments the number of required skills of the project is assumed constant at ten. The results are shown in Figure 7. The execution time increases when the number of experts grows as illustrated in Figure 7. ComPersCost_TF exhibits a faster and more efficient performance in this case compared to SkillSpread_TF.
and Density_TF algorithms and expresses more scalability with regards to the number of experts.

Third scenario: Analyzing the pruning rate of experts

In these experiments the number of experts is assumed constant at 750 while there are 10 required skills for the project. The experimental results are shown in Figure 8.

6 Conclusions and Future Work

In this study three algorithms were proposed named SkillSpread_TF, Density_TF and ComPersCost_TF, to reduce the size of communication graph, in order to improve the team formation with a leader given the social networks’ structure. In addition to minimizing the combinational cost (communication and personnel costs) while choosing the best leader and associated team using the proposed methods, a faster execution time was obtained by reducing the search space.

Due to lack of a single standard data set, in this study a DBLP data set was extracted to evaluate the performance of proposed methods. To evaluate the efficiency of proposed methods, the algorithm execution time, communication cost, personnel cost and pruning rate of experts are taken into account. The proposed algorithms were compared to the algorithms introduced by Kargar et al. [11, 12] and Juang et al. [13]. The conducted experiments on a DBLP data set proved that the proposed algorithms not only minimized the defined cost (either communication cost or the combinational cost) but also had higher efficiency than other methods. Furthermore, the early pruning of communication graph and reducing the search space while considering multiple criteria for choosing the leader, reduced the execution time of the proposed algorithms significantly in comparison to other methods.

In order to continue this study, a number of other
criteria can be considered for best leader election and also several other objectives can be defined to measure the performance. An uncertain number of experts for each required skill of the project is one of the possible variations of team formation problem. Given the leadership cost of experts is assumed constant in this study, making this parameter a variable calls for new research and different approaches to solve the problem. Lastly, assigning various budgets to one objective and optimizing some other objectives can be another approach to continue research on this topic.
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