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A B S T R A C T

During the last decade, applying feature selection methods in bioinformatics

has become an essential necessity for model building. This is due to the

high dimensional nature of many modeling tasks in bioinformatics of them

being Single Nucleotide Polymorphisms (SNPs) selection. In this paper, we

propose three hybrid feature selection methods named CNNFS, Ck-NNFS,

and CRRFS, which are combinations of filter and wrapper techniques. In our

methods, filter techniques were applied to remove the irrelevant/redundant

features as the first step. Then in the second step, wrapper techniques were

exploited to refine the primary feature subset obtained from the first step.

Neural Network, k-Nearest Neighbor, and Ridge Regression were injected in

the wrapper phase as induction algorithms. Since pure wrapper methods take

a long time to run on high dimensional data, we compared our methods with

three well-known filter methods, and skipped the wrappers. The results vividly

show the performance of hybrid methods in addition to their dimensionality

reduction ability in SNPs selection. The CRRFS algorithm brought the most

satisfactory results regarding to the precision of recognizing candidate SNPs,

and the recall of them in the final SNPs subset.

c© 2014 JComSec. All rights reserved.

1 Introduction

Feature Selection (FS) aims to decrease the dimen-
sionality of large scale data sets without losing useful
information. However, searching for an optimal fea-
ture subset from a high dimensional feature space is
known to be a NP-complete problem. FS algorithms
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are divided into two categories; filter model and wrap-
per model [1]. The filter model relies on general char-
acteristics of a training data set to select relevant fea-
tures without involving any learning algorithms while
the wrapper model [2–4] requires a predetermined
learning model and selects features with the aim of
improving the generalization performance of that par-
ticular learning model. By taking prediction accuracy
into consideration, the wrapper methods can reach
better results than the other methods. However, the
wrapper methods are less popular and need more com-
putational resources because they use specific learning
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algorithms.

Filter approaches mainly identify a feature sub-
set from the original feature set by applying cer-
tain evaluation criteria, which are independent of
learning algorithms. Due to the computational effi-
ciency of filter methods, they are very helpful for high-
dimensional data. So far, a lot of filter algorithms,
such as Correlation-based Feature Selection (CFS) [5],
Markov Blanket Filter (MBF) [6] and Information
Gain [7] have been developed.

Hybrid approaches, combining the filters and wrap-
pers take advantage of both methods [8, 9]. Although
they are not as fast as pure filters, they can achieve
better results. Hybrid methods have less computa-
tional cost and less complexity than pure wrappers.
The idea behind the hybrid method is that a filter
method is first applied to select a feature subset and
then a wrapper method is applied to find the optimal
subset of features from the selected feature set. The
risk of eliminating relevant features by filter methods
is minimized if the filter cut-off point for a ranked list
of features is set low.

In this paper, we propose three hybrid FS meth-
ods, CNNFS, Ck-NNFS, and CRRFS, which differ
in their wrapper phases. Correlation measure is used
as filtering criterion in the proposed methods. After-
wards Neural Network, k-Nearest Neighbor and Ridge
Regression are used as induction algorithms in the
wrapper phase. In these approaches, in both steps we
used Genetic Algorithm (GA) to search the feature
set. These mechanisms are applied to solve a recently-
emerged bioinformatics problem, named Single Nu-
cleotide Polymorphisms (SNPs) selection. SNPs are
primarily responsible for the variation among humans.
Their importance revolves around the fact that they
significantly increase our ability to understand and
treat diseases [10]. We will discuss them in detail in
Section 2.1.

2 Materials and Methods

Since hybrid methods take advantage of both the effi-
ciency of filters and accuracy of wrappers, we imple-
mented three hybrid FS methods to find the optimal
subsets of SNPs. Figure 1 shows the proposed hy-
brid feature selection procedure. In all of these hybrid
methods, correlation-based FS method was chosen as
filter model to remove the most redundant/irrelevant
SNPs. Then, a wrapper method is applied to improve
the accuracy of the results. We used three different
induction algorithms in the wrapper phase namely
k-Nearest Neighbor (k-NN), Neural Network (NN),
and Ridge Regression (RR). To evaluate the perfor-
mance of proposed methods, we compare them with

Figure 1. The hybrid feature selection procedure

three pure filters i.e. CFS (Correlation-based Feature
Selection) [5], Decision rule search [11], and ReliefF
[12–14]. It is important to note that as we were dealing
with high dimensional data sets, it would have taken
long hours to get the results through the wrapper FS
methods so we just skipped them in our evaluation.

2.1 Applied data sets

One of the most important ways to understand the
genetic basis of complex diseases such as cancer, drug
response or other human phenotypes is genetic asso-
ciation studies. The goal of these studies is to detect
relations between genetic variations and such traits,
by comparing genetic sequence and phenotypes of
individuals sampled from a population [15]. Single
nucleotide polymorphisms are by far the most preva-
lent of all DNA sequence variations and very useful
in genetic association studies. Besides the obvious ap-
plications in human disease studies, they are also ex-
tremely useful in genetic studies of all organisms, from
model organisms to commercially important plants
and animals [16]. SNPs most commonly refer to single-
base differences in DNA sequences among individuals.
They occur once in every 300 nucleotides on average,
which means there are roughly 10 million SNPs in the
human genome. They can act as biological markers,
helping scientists to locate genes that are associated
with diseases. SNPs are bi-allelic, i.e. the number of
distinct values of SNPs is just two, which are only two
nucleotides out of four possible nucleotides may be se-
lected as the values of SNPs [17]. Therefore each SNP
can be represented by a binary variable. Since the
number of unique combinations of SNP alleles within
a block is pretty small, selecting a small subset of
SNPs that efficiently represent other SNPs in a given
block is an important issue for reducing genotyping
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costs without losing the ability to detect disease asso-
ciations. This process is known as Tag SNP selection
[18].

Since SNPs selection is a challenging problem in
bioinformatics, we evaluated the feature selection al-
gorithms on a set of SNPs data. Since in real data the
relevant SNPs are unknown, it would be difficult to
precisely compare FS approaches. Therefore, in this
research we used simulated data sets. We produced
100 populations in which 500 individuals exist. The
genome of each individual was consisted of 9 chro-
mosomes and each chromosome was consisted of 101
SNPs leading to a total number of 909 SNPs. Among
these 909 SNPs only 7 of them were relevant i.e. SNPs
number 31, 71, 132, 172, 253, 334 and 405 which were
located on the first five chromosomes. The target vari-
able (the phenotype) was a continuous quantity with
the mean of 36.0, residual error of 1, and values in
range of 32-42.

2.2 Evaluation Metrics

In all methods presented in the following subsections,
we use some expressions which is described as follows
(all of them were calculated on 100 data sets):
Precision: this criterion is defined as follows:

precision =
number of relevant features retrieved

total number of features retrieved
(1)

where relevant features are the seven important SNPs.
Retrieved features are the selected SNPs by a FS
method. High precision shows that the algorithm has
returned more relevant SNPs than irrelevant. Its values
are in the range of 0-1.
Recall : this criterion is defined as:

recall =
number of relevant features retrieved

total number of relevant features
(2)

High recall means that the algorithm has returned
most of the relevant SNPs. Its values are in the range
of 0-1.

F-measure: combines recall and precision with equal
weights into a single utility function as follows:

F =
2 ∗ precision ∗ recall

precision + recall
(3)

Its values are also in the range of 0-1.

Linked results (%): it defines the selection percent-
age of first five vital chromosomes. It is equal or greater
than precision. Given that the SNPs on the same chro-
mosome have high correlation with each other, this
measure is helpful. SNPs correlation has an inverse
relationship with their distances i.e. when two SNPs
are located near each other, their correlation is high
and vice versa.

Selection rate (%): it defines the selection percentage
of each important SNP i.e. how many times the vital
SNPs were selected by each FS method.
In the following tables the best results stressed in
boldface.

3 Results

3.1 Results of filter FS methods

3.1.1 CFS

CFS evaluates the worth of a subset of features by
considering the individual predictive ability of each
feature along with the degree of redundancy among
them. Subsets of the features that are highly correlated
with the class while having low inter-correlation are
preferred. The data analysis was conducted using
Weka’s implementation of this algorithm [1].

The results of this method are given in Table 1. As
can be clearly seen the precision is pretty low, i.e. it
selects a lot of irrelevant/redundant SNPs in most
cases. This is also confirmed by its low recall (0.36).
However, this method could identify the important
chromosomes with a promising rate (74.77%). The
selection rate of each candidate SNP through different
FS methods is listed in Table 2. It is obvious that CFS
did not select important SNPs with the same rate,
e.g. selection rate of SNPs number 172 and 405 are
13% and 61%, respectively. Among seven candidate
SNPs, SNP number 405 has the highest selection rate
(61%). This means that the last important SNP is
the most relevant to the target variable in the CFSs̀
point of view. Although this method runs fast it shows
inefficient dimension reduction ability.

3.1.2 ReliefF

The ReliefF algorithm is fairly different from CFS in
that it scores individual features rather than feature
subsets. To use ReliefF for feature selection, those fea-
tures with scores exceeding a user-specified threshold
are retained to form the final subset. ReliefF evaluates
the worth of an attribute by repeatedly sampling an in-
stance and considering the value of the given attribute
for the nearest instance of the same and different class.
It can operate on both discrete and continuous data.

As shown in Table 1, ReliefF represents an unaccept-
able precision (0.02) however it has a high recall (0.95).
It means this method selects candidate SNPs and a lot
of irrelevant/redundant ones together. Its F-measure
is 0.03 that indicates the overall poor performance of
the method. Nevertheless, linked results of ReliefF are
pretty high (75.89%). Finally, the main drawback of
this method is its weak dimension reduction ability.
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Table 1. The results of different FS methods on SNPs data sets

FS method No. of Selected
SNPs 1 Precision Recall F-measure

Linked
Results (%)

Average
Time 2

CFS 7-21 0.23 0.36 0.28 74.77 3

ReliefF 358-484 0.02 0.95 0.03 75.89 30

Decision rule search 190-419 0.02 0.81 0.04 98.80 5

Ck-NNFS 2-38 0.12 0.24 0.16 90.88 2506

CNNFS 4-7 0.32 0.26 0.29 99.82 4062

CRRFS 4-7 0.38 0.30 0.34 100 35

Table 2. The selection rate of seven candidate SNPs by different FS methods

Candidate
SNPs

Selection Rate (%)

CFS ReliefF
Decision

Rule Search
Ck-NNFS CNNFS CRRFS

31 36 98 68 27 30 32

71 43 99 67 28 33 38

132 19 92 65 0 0 0

172 13 87 71 14 15 23

253 37 96 99 32 34 36

334 44 97 99 23 32 37

405 61 97 100 45 41 47

Based on Table 2, ReliefF identified important SNPs
with the same rate. Among seven candidate SNPs,
SNP number 71 had the highest selection rate (99%).

3.1.3 Decision rule search

Decision rule search uses decision rule based heuris-
tic search to eliminate all irrelevant and redundant
features based on domain specific definitions of high,
medium and low correlation. Thresholds to determine
the values of low, medium and high are determined by
the user which brings flexibility to this method. Based
on Table 1, Decision rule search shows an unaccept-
able precision (0.02) just like ReliefF even so it has a
reasonable recall (0.81). Therefore, its F-measure is
0.04 that indicates its poor performance. Furthermore,
this method has weak dimension reduction ability, and
it is very unstable; i.e. the number of selected SNPs in
each run were oscillated significantly (190-419). Nev-

1 The number of selected SNPs by a FS method
2 Average running times of algorithms in seconds. The bold

values are the best ones in each column.

ertheless, linked results of Decision rule search are
really high (98.80%). As shown in Table 2, Decision
rule search had an extreme power to identify impor-
tant SNPs on chromosomes number three and four
but lack it in cases of the first two chromosomes. It
selects SNP number 405 in all data sets.

3.2 Results of the proposed Hybrid methods

In all three hybrid methods, we used a correlation-
based feature selection as filter method. In this method,
feature relevance is measured based on the correlation
between a feature and the target variable. Feature re-
dundancy is defined based on the correlation between
a feature and the other features. This correlation mea-
sure is defined as follows:

m =
k ∗ r̄cf√

k + k (k − 1) ∗ r̄ff
(4)

where k is the number of features, r̄cf is the mean cor-
relation between each feature and the target variable,
and r̄ff is the mean correlation between features. In
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this step, genetic algorithm was used as global search
method to find a subset of relevant SNPs from the
original SNPs data set. The population size in GA
was set to 50 individuals during 1000 generations. The
crossover and the mutation fractions were 0.8 and 0.2,
respectively. The above introduced criterion was used
to calculate the fitness of the selected SNPs by GA.
The exact formula which we used as fitness function
is as follows:

f = e−αm (5)

Since the values of m were very small, we used expo-
nential of its values to enlarge the differences between
subsets. As GA needs to minimize the fitness func-
tion, we used a negative coefficient to maximize m
during the GA generations. Several trials and errors
were performed to find the best coefficient which was
α = 3. After setting these parameters for GA, the size
of selected SNPs subsets were in the range of 85-105.

Following the above step, the wrapper method was
applied to select the candidate SNPs. We used three
different induction algorithms: k-Nearest Neighbor
(k-NN), Ridge Regression (RR) and Neural Network
(NN). These hybrid methods are named as Ck-NNFS
(Correlation-based k-Nearest Neighbor Feature Se-
lection), CNNFS (Correlation-based Neural Network
Feature Selection) and CRRFS (Correlation-based
Ridge Regression Feature Selection).

3.2.1 Ck-NNFS

Instance-based learning methods, such as nearest
neighbor are conceptually straightforward for approxi-
mating real-valued or discrete-valued target functions.
Learning in these algorithms consists of simply stor-
ing the presented training data. When a new query
instance is encountered, a set of similar instances is
retrieved from memory and used to classify the new
query instance. K-NN assumes that all instances cor-
respond to points in an n-dimensional space. The near-
est neighbors of an instance are defined in terms of
the standard Euclidean distance [19].

For approximating continuous valued targets, the
algorithm calculates the mean target value of the k
nearest training examples using the following formula:

f ′(xq) =

∑k
i=1 f(xi)

k
(6)

Where xq is a new instance, xi is an existing instance
and k is the number of nearest neighbors. To reach
the optimal number of nearest neighbors that results
the highest accuracy, we performed several trials and
errors. Similar to the previous step, genetic algorithm
was used as the global search method to find the most
relevant subset of SNPs. In this step, the population
size in GA was set to 100 individuals and the number of

generations was set to 100. The crossover and mutation
fractions were 0.7 and 0.3, respectively. Parameters
of the fitness function of GA in this step was included
the accuracy of k-NN as well as the number of selected
SNPs. The precise formula which we used as fitness
function is as follows:

f =
1000 ∗ L

(1 + e8R2)
(7)

Where L is the number of selected SNPs, and R2 is the
square of correlation coefficient between the predicted
output of k-NN and the actual output. The larger
value of R2 is synonymous with higher accuracy of
k-NN. Since the R2 values are in the range of 0 to
1, we used exponential of the values to enlarge the
differences between the subsets.

The results of Ck-NNFS method are shown in Ta-
ble 1. The recall of the method is lower than that of
three previous filter methods, however, its precision is
higher than Decision rule search and ReliefF. This can
be derived from the fact that Ck-NNFS returns fewer
SNPs than Decision rule search and ReliefF (2-38).
However Ck-NNFSs̀ F-measure is lower than CFS, it
could detect vital chromosomes in most cases (90.88%).
Based on Table 2, it is evident that Ck-NNFS has not
identified significant SNPs with the same rate, e.g.,
selection rate of SNPs number 132 and 405 were 0%
and 45% respectively. This method weakly identified
candidate SNPs located on the second chromosome.

3.2.2 CNNFS

Some learning algorithms such as neural network are
often trained more successfully and faster when dis-
crete input features, such as those in our data sets are
used. We used a feed forward back propagation neural
network to evaluate the SNPs. The selected SNPs of
the first step were the input of the NN. We conducted
trial runs with neural networks containing different
numbers of hidden nodes to find the optimal number
of them. The neural networks accuracy and the size
of the SNPs were used as the fitness function to guide
the GA in selecting the candidate SNPs. The exact
formula which we used as fitness function is described
in Eq. (7). The parameters of GA in this model were
set just like the previous method.

As shown in Table 1, the precision of CNNFS (0.32)
was greater than that of the four previous methods
while its recall was lower than filter methods. Just like
Ck-NNFS, this happened because CNNFS returned
smaller number of SNPs than filter methods (4-7); In
addition, CNNFS returned almost the correct num-
ber of candidate SNPs. Furthermore, it had a great
capability to identify vital chromosomes (99.82). The
overall performance of this method calculated by F-
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measure was 0.29 (that is the best among all the meth-
ods). However, the running time of this method was
almost twice as much as that of Ck-NNFSs̀. As shown
in Table 2, CNNFS detected candidate SNPs with the
same accuracy, except SNPs located on the second
chromosome. This method did not select SNP number
132 in any cases, just like Ck-NNFS.

3.2.3 CRRFS

Ridge Regression (RR) is derived from ordinary Multi-
ple Linear Regression whose goal is to circumvent the
problem of predictors collinearity. It uses the Least
Squares (LS) as a method for estimating the param-
eters of the model. Within other regression-related
techniques, ridge regression may be viewed as a tool
for exploring and extracting information from multi-
factor data. The ridge trace can show stability and
relative importance of the individual predictors [20].
Regression coefficients can be estimated using the fol-
lowing formula:

β̂ = (XTX + kI)−1XT y (8)

Where X is the input matrix, k is the ridge parameter
and I is the identity matrix. Small positive values of
k improve the conditioning of the problem and reduce
the variance of the estimates. The best value for k was
estimated through trial and error. The fitness function
of GA in this step consisted of the RR accuracy and
the size of SNPs. The exact formula which we used as
fitness function is described in Eq. (7). The parameters
of GA in this step were just like other two hybrid
methods which are presented in Section 3.2.1.

As mentioned in Table 1, the precision of CRRFS
(0.38) is the highest among all of the methods investi-
gated in this study. Moreover its recall (0.30) is higher
than those of the previous hybrid methods. The over-
all performance of this method according to the value
of F-measure is 0.34. In addition, irrelevant chromo-
somes were not selected in any cases. Similar to CN-
NFS, the method returned almost the correct num-
ber of the candidate SNPs (4-7). Moreover, CRRFS
had the highest F-measure as well as the least run-
ning time within the hybrid methods (35s). Based on
Table 2, CRRFS detected candidate SNPs with the
same accuracy, except SNPs located on the second
chromosome, like two previous hybrids. Among seven
candidate SNPs, SNP number 405 had the highest
identification rate (47%), which means the last impor-
tant SNP is the most relevant with the target variable
in the CRRFSs̀ point of view.

4 Discussion

The results in the previous section vividly demon-
strated the power of the hybrid methods in SNPs
selection. Among filter methods, the precision and
number of selected SNPs of ReliefF and Decision rule
search were totally improper. In addition, they had
the lowest linked results. Conversely, the hybrid meth-
ods identified vital chromosomes with high rate (more
than 90%). Besides, they achieved higher level of di-
mensionality reduction by selecting fewer numbers of
SNPs than pure filters. It is important to note that
CNNFS and CRRFS detected almost the correct num-
ber of candidate SNPs.

Based on the results given in Table 1, we can in-
fer that the best performance belonged to CRRFS
method, however the results of the CNNFS was also
promising. By looking at Table 2, we can say that the
SNPs located on the second chromosome were least
correlated with the target variable because all of the
methods had the least selection rate for them.

In order to obtain the statistical support, the Fried-
man test [21] on F-measures of FS methods was used.
Average ranks obtained by applying the Friedman
procedure are given in Table 3. This test also indi-
cated that the best performing algorithm was CR-
RFS. To determine whether the differences among
the methods are significant or not, the Holms post-
hoc test [22] was performed. Results obtained on post
hoc comparisons for alpha = 0.05 are shown in Ta-
ble 4. Holms procedure rejects those hypotheses with
a p− value ≤ 0.0167. Therefore, there are no signifi-
cant differences between algorithms on hypothesis 14
and 15 (i.e. CFS vs. CNNFS, and CFS vs. CRRFS).
However, we should consider this test was based on
just the F-measures and did not take into account the
linked results, and number of selected SNPs.

Table 3. Average rankings of the algorithms.

Algorithm Ranking 1

CFS 2.425

ReliefF 5.41

Decision rule search 4.73

Ck-NNFS 3.53

CNNFS 2.665

CRRFS 2.24

1 Friedman statistic considering reduction performance (dis-
tributed according to chi-square with 5 degrees of freedom:

245.7814. P-value computed by Friedman Test: 1.4102e-10.)
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Table 4. P-values Table for α = 0.05

i hypotheses P Holm

1 ReliefF vs. CRRFS 0 0.003333

2 CFS vs. ReliefF 0 0.003571

3 ReliefF vs. CNNFS 0 0.003846

4 DRS 1 vs. CRRFS 0 0.004167

5 CFS vs. DRS 0 0.004545

6 DRS vs. CNNFS 0 0.005

7 ReliefF vs. Ck-NNFS 0 0.005556

8 Ck-NNFS vs. CRRFS 0.000001 0.00625

9 DRS vs. Ck-NNFS 0.000006 0.007143

10 CFS vs. Ck-NNFS 0.00003 0.008333

11 Ck-NNFS vs. CNNFS 0.001078 0.01

12 ReliefF vs. DRS 0.010165 0.0125

13 CNNFS vs. CRRFS 0.108197 0.016667

14 CFS vs. CNNFS 0.364346 0.025

15 CFS vs. CRRFS 0.484406 0.05

Finally, to have a pairwise comparison between
the methods, the Wilcoxon test [23] was applied. Its
results are shown in Table 5. Based on this table,
CRRFS is the best performing method. CNNFS and
CFS are equivalent, and they outperform Decision
rule search, ReliefF and Ck-NNFS. These statistical
tests confirmed our previous conclusions about the
performance of the methods.

Table 5. Summary of the Wilcoxon test.

(1) (2) (3) (4) (5) (6)

CFS (1) - • 2 • • ◦ 3

ReliefF (2) ◦ - ◦ ◦ ◦ ◦

Decision Rule Search (3) ◦ • - ◦ ◦ ◦

Ck-NNFS (4) ◦ • • - ◦ ◦

CNNFS (5) • • • - ◦

CRRFS (6) • • • • • -

1 Decision Rule Search
2 • means the method in the row improves the method of the

column.
3 ◦ means the method in the column improves the method of
the row. Upper diagonal of level significance α = 0.9, lower

diagonal level of significance α = 0.95.

5 Conclusion

Nowadays, feature selection algorithms play a signifi-
cant role in data mining and knowledge discovery. In
this paper, we proposed three hybrid feature selection
methods and compared them with three benchmark
filter methods on multiple data sets of SNPs. SNPs
provide helpful information on human evolutionary
history and lead us to detect genetic variants responsi-
ble for human complex diseases. Our proposed hybrid
FS methods combine filter and wrapper algorithms
to take advantage of both methods i.e. the running
time and accuracy. The filter phase removes the irrel-
evant/redundant features. Then the wrapper phase
is applied on them to get the final feature subset. We
used Neural Network, k-Nearest Neighbor and Ridge
Regression as induction algorithms in wrapper phase.
In the hybrid methods, the genetic algorithm was used
as a global search method.

Experimental results vividly demonstrated the per-
formance of hybrid methods in SNPs selection in
terms of F-measure and the number of selected SNPs.
Among three proposed hybrid methods, CNNFS and
CRRFS represented higher level of dimensionality re-
duction. Furthermore, the overall performance of CR-
RFS, based on several nonparametric statistical tests,
was highly encouraging.
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